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ATLAS and CMS Physics prospects for High-Luminosity LHC

Thomas Strebler
CPPM, Aix-Marseille Université, CNRS/IN2P3, Marseille, France

Abstract

With a start of data-taking scheduled in 2029, the High-Luminosity LHC (HL-LHC) will extend the LHC
program to the first half of the 2040’s with pp collisions at

√
s = 14 TeV, with an expected integrated

luminosity of 3000 fb−1 for each of the ATLAS and CMS experiments. Their physics programme will
directly benefit from the large luminosity to be collected, improved systematic uncertainties as well as
from new trigger and reconstruction techniques made possible thanks to the detector Phase-2 upgrades.
The most recent physics prospects from the ATLAS and CMS collaborations are summarized in this
contribution, covering in particular Higgs physics, Standard Model precision measurements and Beyond
the Standard Model searches.

1 Introduction

The High-Luminosity LHC (HL-LHC) is expected to operate from 2029, with an instantaneous luminosity

up to 7.5 cm−2s−1 and an average number of inelastic proton collisions per bunch crossing (〈µ〉) up to

200, compared to a peak instantaneous luminosity around 2.0 cm−2s−1 and 〈µ〉 up to 55 achieved during

the 2022 LHC run. Those data-taking conditions will present unprecedented challenges for the ATLAS

and CMS detectors, motivating ambitious detector upgrade programmes 1, 2), aimed at guaranteeing

equivalent or better performance as during the previous LHC runs.

In order to improve the assessment of the physics potential of the HL-LHC dataset and to identify

in advance potential limiting factors requiring dedicated efforts, the ATLAS and CMS collaborations are

regularly updating prospect physics results for various key HL-LHC analyses. Comprehensive studies

of the HL-LHC physics potential were published in 2019 (CERN Yellow Report 3) for the European

Strategy update) and in 2022 (Snowmass Energy Frontier Report 4) and ATLAS and CMS White
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Paper 5)). Those projections highlight in particular the impact of the 20-fold increase in integrated

luminosity (L) with respect to the Run-2 dataset, which will significantly improve the sensitivity of

statistically-limited measurements, with statistical uncertainties reducing as 1/
√
L. In addition, as an

increasing amount of measurements will be limited by the systematic uncertainties, an effort to determine

realistic HL-LHC estimates for those uncertainties has also been carried out. In the baseline scenario,

theory uncertainties are in particular expected to be scaled down by a factor two, both for cross-section

and modeling uncertainties, thanks to improved fixed-order calculations and Monte Carlo generators.

In addition, uncertainties related to the limited size of Monte-Carlo simulation samples should become

negligible, relying on the expected software improvements. Some experimental uncertainties will also

be improved thanks to the large HL-LHC dataset, in particular for the statistical components of the

uncertainties derived from auxiliary measurements in data, and the luminosity uncertainty is expected

to reach 1% for the full HL-LHC dataset.

2 Higgs physics

In the Higgs sector, the HL-LHC dataset will be the opportunity to improve the precision of the mea-

surements of the Higgs boson couplings to other Standard Model (SM) particles, illustrated in Fig. 1a).

Couplings to gauge bosons and third-generation fermions are in particular expected to be measured with

a precision better than 4%, getting limited by the theory uncertainties. Couplings to second-generation

fermions will also be probed with good precision, offering more insight on the structure of the Higgs

Yukawa couplings. Higgs boson mass measurements are also expected to reach an unprecedented preci-

sion, down to 30 MeV in the H → 4` channel 7), and will start getting limited by systematics uncer-

tainties. Higgs Simplified Template Cross-Sections (STXS) and other differential measurements will also

be carried to constrain the kinematics of the Higgs boson and provide model-independent measurements

which can be compared to predictions from various physics models. For those measurements, systemat-

ics will also start playing an important role, except at high transverse momentum or for sub-dominant

modes.

One of the key measurements to be carried at HL-LHC concerns the Higgs self-coupling, which

will improve our understanding of the Higgs potential and of the electroweak symmetry breaking. The

main sensitivity for this measurement will be provided through the search for di-Higgs (HH) production,

complemented by constraints from single-Higgs measurements. The latest combined ATLAS and CMS

projection 3), covering several HH channels, was highlighting an expected 4σ significance for the ob-

servation of the HH production and a 50% uncertainty for the Higgs self-coupling modifier. Since then,

updated projections from ATLAS and CMS, benefiting from improvements developed in the context of

Run 2 analyses, have been released 5). Those updated numbers bring strong confidence that a 5σ

observation could be achieved combining 3000 fb−1 datasets from ATLAS and CMS.

3 Standard Model

Beyond the study of the Higgs sector, the ATLAS and CMS physics programmes for HL-LHC encompass

many precision measurements related to the electroweak sector, top quark properties, QCD or B-physics.

The combination of such measurements as inputs for Standard Model Effective Field Theory global fits 8)

could then shed light on some potential deviations from the SM predictions associated with Beyond-the-

Standard-Model (BSM) particles beyond the mass scales accessible with the LHC.

Vector boson scattering (VBS) processes are quite sensitive to potential BSM effects, in particular
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Figure 1: a) Expected uncertainties on the Higgs coupling modifier parameters (κ), for the combination of

ATLAS and CMS HL-LHC extrapolations 3). b) Likelihood distributions as a function of the Higgs self-
coupling modifier κλ for the latest ATLAS HL-LHC projection of the HH → bb̄τ+τ− and HH → bb̄γγ

results and their combination 6).

for the case of longitudinally-polarized vector bosons. In the SM, this process is unitarized thanks to

the presence of Higgs boson contributions, and deviations from this would indicate the presence of BSM

physics. The cross-section for the longitudinally-polarized state is small (6-7% of the total cross-section),

making this a challenging but important part of the HL-LHC physics program. Based on several sets of

projection results 5), a combination of ATLAS and CMS data, whose sensitivity is driven by leptonic

final states, is expected lead to an observation of the same-sign longitudinal WW scattering at HL-LHC,

illustrated in Fig. 2a).

Precision electroweak measurements will also be carried at HL-LHC. The electroweak mixing angle

sin2 θeff is for instance expected to be measured through the forward-backward asymmetry in di-lepton

events with a unprecedented precision 5). A small dataset of 1 fb−1 collected at low pileup could also

be exploited to improve the precision of the W mass measurement 10), benefiting in particular from

the improved PDF determination expected with the HL-LHC dataset, as illustrated in Fig. 2b). An

uncertainty as small as 5 MeV could thus be achieved. As for the top quark, the best precision in

its mass measurement is expected to be achieved through the kinematic reconstruction of lepton+jets

tt̄ events, with a precision of 170 MeV on the MC mass parameter dominated by theoretical modeling

uncertainties. Alternative methods, impacted by different systematic uncertainties, could further improve

the precision of this measurement when combined 11). Finally, measurements of the top-quark pole mass,

better defined theoretically, can be achieved thanks to tt̄ cross-section measurements and could reach an

uncertainty better than 500 MeV 12).

Precision measurements in the QCD sector will also represent major components of the HL-LHC

physics programme. Thanks to the large amount of events collected, the reach of differential jet and

photon cross-section measurements will be significantly increased, which will directly benefit to the de-

termination of proton PDFs, since large differences can be observed between different PDF predictions
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Figure 2: a) Expected significance for the VBS W±LW
±
L process as a function of the integrated luminosity

obtained with the latest CMS projection 9). b) W mass measurement uncertainty expected by ATLAS
for 200 pb−1 and 1 fb−1 of low pileup data collected at

√
s = 14 TeV, for difference PDF predictions and

uncertainties 10).

at high pT
13). The precision of the gluon PDFs will also be strongly improved thanks to differential tt̄

cross-section measurements 14).

4 Beyond the Standard Model

An important set of BSM projection results from ATLAS and CMS, covering a large variety of scenarios,

has been summarized in 5) and a small selection of those results is presented here. Among all of the

existing BSM models, many predict heavy resonances manifesting as high-mass excesses in the tail of

invariant mass distributions. Those can for instance correspond to heavy gauge bosons, excited leptons

or heavy Majorana neutrinos. The corresponding searches will be continued at HL-LHC, with the best

sensitivities typically achieved in leptonic channels. Thanks to the increase in the center-of-mass energy

and the large luminosity, HL-LHC will improve the sensitivity of those searches towards weaker couplings

and higher masses, as illustrated in Fig. 3a) with limits expected to reach 7 TeV for Z ′ bosons predicted

in the Sequential Standard Model 15).

Run 2 Supersymmetry (SUSY) searches have already set stringent limits on squark and gluino

production in scenarios with large mass differences between the SUSY particles. On the other hand,

processes with smaller cross-sections , like the production of electroweakinos, will directly benefit from the

large HL-LHC dataset. New analysis techniques can also significantly boost the sensitivity of scenarios

with compressed mass spectrum. The new capabilities offered by the Phase-2 detector upgrades and

dedicated reconstruction algorithms will also benefit to the searches for long-lived particles, predicted

in a wide range of BSM models. The sensitivity to long-lived dark photons decaying into muons and

produced in Higgs boson decays 16), which can be improved thanks to optimized new muon trigger

algorithms, is for instance illustrated in Fig. 3b).

Dark matter (DM) searches will also be carried over a large variety of final states. As DM particles

are not expected to interact with the detector, those searches are typically targeting production modes in
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the search for dark photons decaying into muons, through H → 2γd + X decays as a function of the γd

lifetime, considering 45% dark photon branching ratio to muons 16).

association with SM detectable particles, where the DM presence can be inferred through a large amount

of missing transverse energy. Interpretations are often carried in simplified models, with a BSM boson

coupling to SM particles and decaying into DM particles. For those searches as well, large improvements

are expected thanks to the large HL-LHC dataset and complementary limits with respect to direct

detection experiments can be derived 17).

5 Conclusion

The HL-LHC data-taking will represent an unprecedented challenge for the ATLAS and CMS experi-

ments, considering the major detector upgrades scheduled, the updates required to face the large pile-up

in the object reconstruction and identification algorithms and the huge amount of data to be analysed,

all of this to be prepared in parallel to the Run 3 data-taking. A major effort from the collaborations

has therefore been initiated to make this a success, as some strong positive impact is expected for their

physics programmes. The sensitivity of HL-LHC analyses will in particular directly benefit from the large

3000 fb−1 luminosity expected to be collected by each experiment, the improved systematic uncertainties

and the new trigger and reconstruction techniques possible thanks to the detector upgrades. Thanks

to those improvements, the properties of the Higgs boson and other Standard Model properties will be

measured with an unprecedented precision, while searches for BSM scenarios will be able to probe un-

explored regions of phase space, either at high mass or in challenging final states. Flavor and heavy-ion

physics, unfortunately not covered in this report, will also represent a large fraction of the new physics

results expected during the HL-LHC phase.
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PHYSICS AT FUTURE LINEAR COLLIDERS

Swathi Sasikumar
Max-Planck-Institute for Physics, Munich

Abstract

The International Linear Collider (ILC) and the Compact Linear Collider (CLIC) are the two proposed e+e− linear
colliders operating at different centre-of-mass energies and with at least one of the beams polarised. The experiments
at these facilities provide a platform to perform high-precision measurements of Standard Model observables and
searches for new particles complimenting the HL-LHC programme. In this contribution, different studies of the two
linear colliders are discussed. Experiments at linear e+e- colliders, with a relatively clean environment compared
to hadron colliders, can perform precision measurements of electroweak and Higgs boson and top quark production
processes. In this contribution, the focus is on the analysis of single Higgs production, double Higgs production,
and top-Yukawa coupling.

1 Introduction

In the history of particle physics, e+e− colliders have played complementary roles in shedding light on to the

properties of elementary particles. The prediction of top mass at LEP experiments had a key role in helping discover

the top quark at Tevatron in the predicted mass range 1, 2). Similarly, the discovery of gluon at PETRA 3, 4),

precise measurement of Z boson at LEP and the SLC 5) have made very important contributions to particle

physics. After the discovery of Higgs boson at the LHC experiments 6), an e+e− collider can perfectly compliment

the hadron collider to make precision measurements of the Higgs boson. Moreover, at higher energies, an e+e−

collider can provide an environment to make precise measurements of top quark mass and understand top-Yukawa

coupling as well as top-electroweak coupling.

The International Linear Collider (ILC) and Compact Linear Collider (CLIC) are two proposed e+e− linear

colliders. The ILC is a 20 km (31 km for 500 GeV) machine which has a tunable centre-of-mass energy between

250-500 GeV (upgradable to 1 TeV) whereas the CLIC (50 km) can operate at a centre-of-mass energy of 380 GeV
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to 3 TeV. Both the electron and positron beams are polarised for the ILC as P (e−) = ±80% and P (e+) = ±30%.

CLIC has its electron beam polarised to ±80%. The schematic pictures of both the colliders are given in figure 1.

(a) (b)

Figure 1: (a) The schematic design of the International Linear Collider for 500 GeV machine 7). (b) The schematic

design for the Compact Linear Collider 8).

2 Advantages of a linear e+e− collider

Being an e+e− collider, ILC and CLIC mainly have electroweak production and therefore very clean physics en-

vironment. The significantly smaller amount of background allows a ’no trigger’ policy on the events produced.

This means, all the produced events can be included in the analysis and no sample is discarded. Moreover, the

colliding particles being fundamental particles, e+e− colliders have a very well defined centre-of-mass energy of
√
s

= 2Ebeam. This allows the use of kinematic information and thus gives the opportunity to make model-independent

measurements.

Linear colliders can provide access to a center-of-mass energy well above what can be reached in practical

circular machines. Another important advantage of a linear collider is that the electron and positron beams can be

polarised. Polarisation enables reducing the background and enhancing the signal as required. A detailed review

of the benefits of beam polarisation for the physics reach of ILC can be found in 9) and 10).

3 Single Higgs Production

One of the most important analyses planned at the e+e− colliders is the Higgs analysis. The precise measurement

of Higgs decay branching ratios is key to probing new physics in the Higgs sector. The e+e− colliders serve as a

Higgs factory at a centre-of-mass energy of 250 GeV. Some of the important processes for the production of single

Higgs can be seen in Fig. 2a. Single Higgs is produced mainly through higgstrahlung, gauge boson fusion, and

top-Yukawa coupling. Higgstrahlung is found to be the dominant process around 250 GeV 11) whereas above 350

GeV processes like gauge boson fusion starts gaining significance.

The e+e− colliders have an initial state with well-defined four-momentum. This allows the identification of

Higgs bosons in higgstrahlung process using the mass recoiling against an identified Z boson, without any reference

to the decay products of the Higgs. At 250 GeV, ILC can produce up to half a million Higgs bosons that are

completely unbiased with respect to Higgs decay. Using such a sample precise measurements of Higgs boson

properties e.g. partial cross-section to different Higgs decay modes can be made. Some of these measurements
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(a) (b)

Figure 2: (a) Cross sections for major Higgs production processes as a function of center-of-mass energy 11). (b)

Recoil mass spectrum against Z → µ+µ− for signal e+e− → ZH and SM background at 250 GeV 12).

strongly depend on the Higgs boson mass which can be measured very precisely using the recoil technique. Also,

since the identification of the Higgs boson does not depend on the decay mode, it is also possible to measure the

total higgstrahlung production cross-section at the ILC. The recoil mass is measured as:

m2
rec = (

√
s− EZ)

2 − p2z (1)

where mrec is the recoil mass,
√
s is the centre-of-mass energy, EZ and pZ is the energy and momentum of the

identified Z boson. The identified Z boson in a higgstrahlung event can decay to hadrons or to charged leptons.

A study for the ILC showed that for a higgstrahlung process at
√
s = 250 GeV and a luminosity of 2 ab−1 where

Z decays leptonically, the precision on the HZ cross-section can be achieved as ∆σ(HZ)/σ(HZ) = 1.0% 12).

The higgstrahlung process where Z decays hadronically have a ten times higher cross-section than the leptonic

decays 13). However, at 250 GeV, the HZ production is not far above the threshold and therefore the recoil mass

distribution is relatively closer to the kinematic limit. This region is populated by processes like e+e− → qqqq

(from e+e− → ZZ or e+e− → WW ) with large cross sections. Separation of signal from these backgrounds is very

challenging especially when Higgs boson decays hadronically too. An analysis at CLIC shows the measurement of

Higgs mass and precision on HZ cross section using higgstrahlung process at different centre-of-mass energies. This

study shows that the best sensitivity for the precision study is obtained at 350 GeV since the HZ production is

further from the threshold. This provides better separation of signal from the most challenging backgrounds. The

summary of the statistical precision achievable on σ(HZ) can be seen in table 1.

The Higgs mass can also be directly reconstructed from its decay products, providing complementary mea-

surements. The majority of Higgs bosons decay hadronically, with the dominant branching fractions corresponding

to H → bb, H → cc and H → gg. The separation of these processes strongly relies on jet flavor tagging. The jet

flavor tagging algorithm at ILC, called as LCFIplus, has achieved an excellent b- and c- tagging performance in

full simulation studies of the ILD concept at ILC 16). At a centre-of-mass energy
√
s = 250 GeV and a nominal

luminosity of 2 ab−1, the application of the LCFIplus algorithm to the hadronically decaying Higgs boson allows

the measurement of the partial cross-section σZH×BR(H → bb) to 0.7% and σZH×BR(H → cc, gg) to around 4 %

9



√
s [GeV] Lint[fb

−1] σ(HZ)[fb] ∆σ(ZH)[%]

250 1000 136 2.58
350 1000 93 1.27
420 1000 68 1.86

Table 1: The statistical precision achievable on σ(HZ) for different centre-of-mass energies 13).

precision both the major polarization combinations 15). The identification of H → ss decays presents a significant

challenge due to its subtle signature and small expected branching ratio.

For the processes where Higgs decays leptonically, the measurements can be performed if the branching ratios

are similar to as predicted in the Standard Model. An ILC study for a centre-of-mass energy 250 GeV showed that

the partial cross-section σ(ZH)× BR(H → ττ) can be measured with a precision less than 2% 17). However, for

the µµ decay of Higgs, the small branching ratio of H → µµ limits the statistics available at ILC. Nevertheless, the

partial cross-section σ(ZH)× BR (H → µµ) can still be measured with a precision of 17% for combined 250 GeV

and 500 GeV results 18).

(a) (b)

Figure 3: (a) Comparison of signal and backgrounds from ILD full simulation for the measurement of the σ× BR

for H → bb, for 250 fb−1 of ILC data at 250 GeV 16). (b) Data from pseudo-experiment fitted by a Gaussian to

extract its mean and width 18)

.

4 Di-Higgs production at linear lepton colliders

At a centre-of-mass energy of at least 500 GeV, the self-interaction of the Higgs boson, particularly, the triple Higgs

coupling λ, can be probed directly by analysing the Higgs boson pairs. The di-Higgs production at e+e− colliders

happen through two important processes e.g. e+e− → ZHH (double higgstrahlung) and e+e− → ννHH (WW

fusion). The cross-section for these processes as a function of the centre-of-mass energies can be seen in figure 4a.

The prospects of measuring double Higgs production through these two reactions have been studied at the

ILC for data fully simulated for the ILD detector. These studies were conducted both for
√
s = 500 GeV 19)

and
√
s = 1 TeV 20). It was found that, if the Higgs self-coupling value stays as that predicted by the Standard
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Model, then the double higgstrahlung can be observed at a centre-of-mass energy of 500 GeV with a significance of

8σ combining the HH → bbbb and HH → bbWW ∗ channels.This results in the measurement of λ with a precision

of 27%. With the improvements in the detector that are relevant for these measurements and with the inclusion of

HH → τ+τ−bb it has been estimated that the precision on λ can be improved to 21-22% 19). Also, the inclusion

of double Higgs production from WW fusion at 1 TeV can improve the relative precision on λ to 10%.

(a) (b)

Figure 4: (a) Double-Higgs production cross sections of ZHH and WW fusion as a function of centre-of-mass
energies for two different beam polarisation. (b) Precision of production cross sections for WW fusion and double

higgstrahlung as a function of Higgs self-coupling λ normalised to λSM
21)

.

The most important benefit of an e+e− collider that can operate at a centre-of-mass energy of 500 GeV and

above is that both the double Higgs production processes can be obtained. This is significant in the case where the

value of λ is different from that predicted by the Standard Model. The precision of the production cross sections for

WW fusion and double higgstrahlung as a function of Higgs self-coupling λ normalised to λSM is given in figure 4b.

As can be seen, the cross-section for ZHH increases with an increase in triple Higgs coupling (λ) whereas the

cross-section for the WW fusion process decreases. If the Higgs self-coupling deviates from the Standard Model,

the two channels would interfere with the Standard Model effects. At the ILC, no matter which signs λ turns out

to be, one of the possible reactions will increase in cross-section and reflect this improved sensitivity.

At proton colliders, this is however not the case. The dominant double Higgs production gg → HH is a

fusion process with destructive interference. And the double Higgstrahlung process has a very small cross-section

as compared to e+e− colliders. Therefore, unlike at the ILC, LHC can only have one process to measure the

self-coupling. The ILC on the other hand can guarantee a measurement of the self-coupling at the level of at least

30% for whatever the value of self-coupling actually might be, combining the results from two different channels

complimentary to each other. Figure 5 shows the impact of this synergy as compared to an extrapolation of the

uncertainty projections from the ATLAS collaboration 22) to non-Standard Model values of λ.

5 Top Quark Mass

The top quark mass is one of the important fundamental measurements to be experimentally determined. Direct

measurements of top quark mass at hadron colliders could reach a precision of 600 MeV at the LHC 26, 27)

and Tevatron 28). Whereas, the top quark mass measurements at HL-LHC are expected to reach an experimental

precision of a few hundred MeV 29). An electron-positron collider that can produce top quark pairs has an excellent

potential to measure the top quark mass with even better precision. Several studies of top threshold scan have
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Figure 5: Expected uncertainties in the determination of the Higgs self-coupling at the HL-LHC and the ILC as a

function of λ/λSM
19, 22).

been performed by several groups 30, 31, 32, 33). A simulated scan of top quark threshold in 30) is shown in

Figure 6.

A statistical uncertainty of ∼30 MeV was estimated in a study performed at CLIC with the l+jets channel

with an integrated luminosity of 500 fb−1 at
√
s = 380 GeV 30).

6 Top Yukawa Coupling

The top quark is the particle that has the strongest coupling to the Higgs boson. Therefore it is very important

to understand why the top-Yukawa coupling is the strongest among all the others. At the ILC, both direct and

indirect probe of the top quark is possible. The main processes to access top quark at ILC are e+e− → tt at 2mt,

e+e− → ttH and e+e− → ttνeνe. The tt threshold scan offers an indirect measurement of top Yukawa coupling

with a precision of 4% 23). To measure the top-Yukawa coupling directly, it is required that the centre-of-mass

energy is at least 500 GeV. With a rise of the centre-of-mass energy further to 550 GeV the cross-section for ttH

rises sharply by a factor of ∼4 and the measurement of ttH coupling by a factor of two. Several studies have been

performed on this for centre-of-mass energies ranging from 500 GeV - 1.4 TeV 23, 24, 25). For a centre-of-mass

energy of 550 GeV and a nominal luminosity of 4 ab−1, the top-Yukawa coupling can be measured with a precision

of 2.8 %. With the increase in the centre-of-mass energy to 1 TeV and the luminosity to 8 ab−1, the precision

improves to 1 %.

7 Conclusion

This paper gives a very brief review of different kinds of studies at e+e− linear colliders, mainly for the studies

conducted at the ILC. It can be seen that substantial improvements with respect to the hadron colliders are possible

at the ILC for the discussed topics. Precise measurements of single Higgs and Higgs self-coupling are possible where

especially the model-independent approach gives better possibilities. Along with precision measurements, a search

for new particles in the electroweak scale may also be possible at the ILC.
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Figure 6: A simulated top quark threshold scan with an integrated luminosity of 200 fb−1. The bands around the

central cross section curve show the dependence of the cross section on the top quark mass and width 30).
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Abstract

An overview of the physics study program at the FCC-ee is given in the following. The key elements on
which the physics program is based are reported, together with a summary of some of the most important
measurements that can be addressed. In order to fulfil the studies described, physics benchmarks have
been chosen, which have an impact on the design of the experiments. A description of those experiments
are also reported in the following, with their distinctive characteristics.

1 Introduction

FCC-ee will be able to provide to the particle physics community a machine with an unprecedented

potential for physics measurements and discovery. The richness of this physics program is based on a few

key points, namely:

• Dedicated working points at specific centre-of-mass energies

• High statistics

• Precise center-of-mass energy determination

• Clean environment

A staged physics programs with 4 working points is foreseen, as detailed in tab. 1. They include a

“Tera-Z” sample for very high precision measurements, a scan at the WW and the tt̄ thresholds for either

W boson or top quark mass and width measurements, runs at HZ peak for Higgs precision physics. As

shown in tab. 1, the statistics which will be collected in each of the data taking periods is huge. This will
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Table 1: Working points foreseen at the FCC-ee.

Working point Z, years 1-2 Z later WW HZ tt̄
√
s (GeV) 88,91,94 157,163 240 340-350 365

Lumi/IP (1034cm−2s−1) 115 230 28 8.5 0.95 1.55
Lumi/year (ab−1, 2 IP) 24 48 6 1.7 0.2 0.34
Physics Goal (ab−1) 150 10 5 0.2 1.5
Run time (years) 2 2 2 3 1 4

Number of events 5× 1012 Z 108 WW 106 HZ 106 tt̄ + 200k HZ
+ 25k WW→H + 50k WW→H

allow the statistical errors to be reduced, and, in turn to reduce also the systematic ones. In fact, the

availability of a large sample will allow to select high purity samples of data for dedicated study on detec-

tor performances, thus improving the associated error. As it will be described in the next paragraph, the

large data sample will allow also to perform an extremely precise global consistency check of the Standard

Model (SM), through measurements of the electroweak precision observables. Beside that, reduction of

the errors and large statistics, will allow for checking deviations from SM prediction, providing a tool to

get hints from Beyond SM physics.

Another key element of the FCC-ee physics program is the precise center-of-mass energy determination.

The transverse beam polarization provides, indeed, beam energy calibration through resonant depolar-

ization. In fact, the spin tuning is related to the beam energy, as described in eq. 1:

ν =
ge − 2

2

E

mc2
=

Eb

0.44065686(1)
(1)

As described in tab. 1, the luminosity that will be reached at FCC-ee will be much higher compared to

the one of LEP. On the other hand, the number of bunches will be comparatively much higher, which in

the end will contribute with a level of beam intensity per bunch similar to what obtained at LEP. Indeed,

the occupancy foreseen in a typical vertex detector by the simulation is found to be of the order of 10−5

at the Z-pole and a few 10−4 at 365 GeV. These two elements contributes to the cleanness of the FCC-ee

detector environment, which is another key elements of the future experiments which will contribute to

the physics reach capability.

2 Physics Studies

An executive summary of the physics measurements which are foreseen at the Future Circular Collider

is reported in Fig. 1 2). The two energy working points at the Z peak and the WW thresholds will allow

for high statistics measurements. This will push the limits of the “intensity frontier” to unprecedented

capability of improving the knowledge of the Electroweek Precision Observable (EWPO) at higher pre-

cision. The expected precision on the EWPO measurements is at the per mille level or even lower, for

both statistical and systematic errors. The working point at the Higgs mass and the tt̄ thresholds will

improve our knowledge on the properties of this two particles. The W boson mass is expected to be

known with a precision of few tenths of keV, while a few tens of MeV precision is expected for the top

mass measurements. Once also the Higgs mass and couplings measurements will be improved beyond

the current and foreseen reach of the HL-LHC, the SM prediction of several observables sensitive to

electroweak radiative corrections become very well defined. Any deviation could indicate new physics.
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Figure 1: Overview of the physics potential at the FCC-ee.

The theoretical prediction of these quantities with a matching precision is an incredible challenge and

work is going on to avoid this to be a limiting factor 3). The expected confidence level obtained from

the global fit in the (mt, mW ) plane is shown in Fig. 2 left. As an example, the expected precision on the

W-boson mass, at present is dominated by the uncertainty on the top mass of about 6 MeV, compared

to theoretical uncertainty of 4 MeV. The FCC-ee will be able to measure the top mass at better than a

MeV precision, leaving the theoretical uncertainty as the dominant one, if not reduced.

The FCC-ee measurements will also allow flavour physics to be constrained, both for the τ lep-

tons and B hadrons. In particular FCC-ee will combines advantages of both the LHCb and the Belle2

experiments allowing for CP violation studies possible for very rare B-decays.

The preferred channel for Higgs production at the FCC-ee will be the Higgs-strahlung process. The

measurement of the Higgs couplings in a model independent way can be obtained through the leptonic

decay of the accompanying Z boson, as described in Fig. 2 right. An important parameter in this context

is the recoil mass:

m2
recoil = (

√
s− Ell̄)

2 − p2
ll̄ = s− 2Ell̄

√
s+m2

ll̄ (2)

which is affected by the beam energy spread and the momentum resolution.

Besides the measurements described so far, also the searches Beyond the Standard Model (BSM) will

be of great interest at the FCC-ee. In fact, both direct searches and indirect measurements will provide

important hint in this field. Direct search can address evidence of particles such as Long Lived Particles

with displaced vertices, rare or forbidden decays, axion-like particles and massive neutrinos. On the

other hand, as mentioned before, high precision and high statistics will allow for new physics discovery

as deviation from Standard Model expectation. Also particle with too high mass and/or with too feebly

couplings can still contribute to loops or modify branching ratios. Moreover precise information on the

parameters provide guidance to models to interpret deviations. It worths to mention that, in the BSM
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Figure 2: Left: Contours of 68% and 95% confidence level obtained from fits of the standard model to
the precision measurements available to date, in the (mt, mW ) plane and to the electroweak precision
measurements offered by the FCC-ee, under the assumption that all relevant theory uncertainties can
be reduced to match the experimental uncertainties. Right: Feynman diagram for the Higgs-strahlung
process and the recoil mass calculation. See text for details.

more than in other researches, the integrated program of FCC-ee and FCC-hh will allow to cope with

BSM search in a better and more efficient way.

There are also a number of additional or complementary studies which are not reported in the

present paper. See 1) for further details.

3 Detector Concept and Performance Requirements

The physics studies that has been identified proceed in parallel to the proposal of detector concepts.

Those proto-experiments foresee sub-detectors which are able to detect and measure the decay products

of the particles of interest. Each proto-experiment is based on different and complementary characteris-

tics.

The CLD layout (see Fig. 3 left) is inspired by the design for the Linear Collider detector, which is

optimised for the Particle Flow reconstruction. For this reason, it features an all-silicon vertex detector

which allows for high precision track and momentum measurements. The silicon tracker complements

the Silicon-Tungsten Electromagnetic Calorimeter and the Scintillator-Steel Hadronic calorimeter, both

Table 2: Required performance for the different sub-detectors, with associated benchmark physics process
and measurements.
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Figure 3: Left: Drawing of the CLD detector with a simulated 2-jet events. Right: Cut-out view of the
newly proposed LAr based proto-experiment.

characterised by high granularity. Both calorimeters are immersed in a 2 T superconducting solenoid,

required to open up as much as possible the energy deposits in the calorimeter and thus reducing the

confusion term.

A complementary approach has been proposed by the IDEA proto-experiment, shown in Fig. 4 left,

which is characterised by an ultra light drift chambers and a dual-readout 4) calorimeter. Motivation for

proposing an almost transparent inner detectors come from the fact that particles produced in the ZH

events have a rather small pT , therefore one needs to reduce as much as possible the effect of the multiple

scattering for optimal resolution, as it is shown in Fig. 5 left.

The baseline option for the IDEA detector includes a longitudinally unsegmented fibre sampling

Figure 4: Left: Cut-out view of the IDEA proto-experiment Right: Representation of the crystal option
layout for the IDEA dual readout calorimeter

calorimeter, based on dual-readout technique. It allows to sample the showers with both scintillating

and Cherenkov fibres, to improve the hadronic energy resolution. This type of calorimeter works at the

same time as an electromagnetic calorimeter. In this case, as a sample calorimeter it can guarantee an
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energy resolution of about 15%/
√
E with an optimal position and angular resolution. On the other end,

for flavour physics studies an outstanding electromagnetic energy resolution is required. In this case a

crystal option 5), with dual readout capability, is also foreseen in the IDEA proposal. The layout of such

an option is represented in Fig. 4 right.

While the two proto-experiments described above have been included in the CDR for FCC 1), more

recently a third option has been proposed. It combines a drift chamber, as in the IDEA proposal, with a

Liquid Noble gas Electromagnetic Calorimeter and an high granular Hadron Calorimeter based on tiles,

as for the ATLAS experiment at the LHC. A layout of such a proposal is presented in Fig. 3 right.

A summary of the main physic processes to be measured, together with the detector which is mainly

Figure 5: Left: Momentum resolution for tracks at 90 in the CLD and IDEA detectors. Right: Effect
of the mass resolution on the capability for W and Z mass discrimination in an hadronic calorimeter.

involved in the measurement and the required performance is reported in table tab. 2. Beside the re-

quirement already mentioned before on the momentum resolution, it worth noticing the request of 3-4%

on the resolution of the jet energy, which is needed to correctly reconstruct and separate jet coming from

Z, W and H bosons. The effect of such resolution is shown in Fig. 5 right.
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Abstract

Dark matter models can give rise to specific signatures at particle physics experiments or in cosmology.
The details of the cosmological history can also influence the new physics signals to be expected at e.g.
collider experiments. In these proceedings, we briefly summarize the case of dark matter weakly to feebly
coupled to Standard Model fermions through t-channel portal dividing the discussion into three main
regimes. We also underline the interplay between cosmology and particle physics.

1 Introduction

Cosmological observations imply that around 80% of the total matter content in our universe is made up

of dark matter (DM). 1) Despite substantial effort, searches in colliders, direct, and indirect experiments

have so far not yielded any clear hints of interactions other than gravitational between the DM and the

Standard Model (SM) particles. Weakly interacting massive particles (WIMP), produced through dark

matter annihilation or co-annnihilation driven freeze-out (FO) still agree with such absence of DM signal

in, sometimes large, parts of their parameter space. On the other hand, feebly interacting dark matter

particles (FIMP), more feebly coupled to the SM than WIMP, can easily evade WIMP searches. Here

we first briefly review the possible mechanisms for DM production in the early universe, from WIMP

to FIMP, going through DM (co-)annihilation, mediator annihilation and conversion driven FO, freeze-

in (FI) and SuperWIMP (SW) mechanisms. We discuss then possible probes of dark matter including

signatures in particle physics detectors and cosmology.

For concreteness, we focus here on top-philic and leptophilic dark matter, χ, in the form of a real

scalar singlet or a Majorana fermion. We consider a DM coupling through a Yukawa type of interaction

to a right-handed SM fermion fR, being a top tR or a light lepton ℓR, and a new charged dark sector
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Figure 1: DM abundance and production mechanisms as a function of the coupling for a compressed

DM-mediator mass spectrum in a leptophilic scenario, see 2) as well as 3). As a guide for the eye, we
show with arrows, above and below the plot, the range of couplings that may be probed at colliders and
with cosmology data.

bath particle, B. The lagrangian of the interaction reads:

L ⊃ λχΦBχ̄fR + h.c. or L ⊃ λχχΨ̄BfR + h.c. (1)

where B = ΦB(ΨB) denotes a charged scalar (fermion) bath particle. This particle is always in thermal

contact with the SM in the early universe because of its gauge couplings and plays the role of the DM-SM

mediator of interaction. We also assume that both dark sector particles B and χ are odd under a Z2

symmetry while the SM particles are even. This ensures the DM stability. These type of DM scenarios

are sometimes referred to as t-channel DM or vector-like portal to DM in the case of a WIMP and a

scalar DM candidate, respectively. Let us emphasize that even though they correspond to rather minimal

extensions of the SM, their DM phenomenology is very rich and has been investigated in multiple works.1

Figure 1 illustrates the interplay between cosmology and colliders for a fermion leptophilic DM coupling

to a muon as a function of the coupling λχ. The plot from 2) shows the evolution of the DM relic

abundance Ωh2 as a function of λχ for a fixed value of the DM mass mχ = 150 GeV, and a small mass

splitting of 2 GeV between the mediator B and the DM. A qualitatively similar result could be obtained

for top-philic DM. By varying λχ between ∼ O(1) and 10−14, we go from WIMP production through DM

annihilation FO to FIMP production through SW. Above and below the plot, the green and blue arrows

indicate for which typical range of λχ colliders and cosmology probes may test the DM model. In what

follows, we separate the discussion in three different regimes.

1We apologize for the impossibility to cite all of the relevant works in these proceedings given the page
number constraints. A more extended list of references on t-channel scenarios and the corresponding DM
bounds from colliders, cosmology, etc can be found in the reference papers cited here.
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Figure 2: Viable parameter space and constraints for top-philic scalar DM from DM (co-)annihilations

driven freeze-out (Left) 4) and leptophilic fermionic DM coupling to fR = µR from mediator annihilations

and conversion driven freeze-out (Right) 2).

2 WIMP from DM (co-)annihilation freeze-out

Vanilla WIMP DM is in chemical and kinetic equilibrium with the SM plasma in the early universe and

decouples chemically, or freezes-out, when the rate of DM annihilations becomes too slow compared to

the expansion rate of the universe. In the latter case one expects the DM relic abundance to be inversely

proportional to the DM annihilation cross-section: Ωh2 ∼ ⟨σv⟩−1
χχ. This implies that Ωh2 should decrease

for increasing values of the coupling as visible in the right corner of Fig. 1. For the models considered here

one would thus expect that Ωh2 ∼ λ−4
χ for annihilations through t-channel exchanges of the mediator B

and a pair of fermions in the final state. Also, the presence of the mediator allows to account for the right

DM abundance for small couplings λχ < 0.1 and compressed spectra. In the latter cases, the DM relic

abundance can become driven by co-annihilations (or mediator annihilations) with Ωh2 ∼ ⟨σv⟩Bχ ∼ g2λ2
χ

(or Ωh2 ∼ ⟨σv⟩BB ∼ g4), where g denotes the gauge coupling of the mediator B. This is well visible in

Fig. 1 around λχ ∼ 0.1 where the relic abundance becomes less and less sensitive to λχ for decreasing

values of the latter. Naively, the main indirect dark matter signatures would be expected to come from

DM annihilations into leptons or quarks. Let us emphasize though that, for Majorana or real scalar

dark matter, the annihilation into a pair of light fermions is either p-wave or d-wave chirally suppressed

and radiative processes, such as virtual internal Bremssthralung or loop induced annihilations into vector

bosons, may leave the most promising signatures in indirect searches through gamma ray lines or even

drive the dark matter relic abundance in the case of scalar DM, see e.g. 5).

In the left panel of Fig. 2 we show the viable parameter space of a top-philic scalar DM obtained

in 4) in the relative mass splitting mB/mχ − 1 versus dark matter mass plane. In the white region,

the right abundance is obtained for couplings λχ ∼ 10−2 − O(1) through (co-)annihilation FO while,

for the lowest values of the relative mass splitting, FO through mediator annihilations is giving the DM

abundance for even more suppressed values of λχ. In the WIMP top-philic scenario, collider searches

for prompt signatures (ATLAS and CMS in blue and LEP in pink) provide complementary constraints

to direct dark matter searches in red and indirect dark matter searches in yellow and green. Still, a

very large part of the viable parameter space remains unconstrained, even when updated constraints
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from LHC are taken into account. Notice that a detailed treatment of radiative corrections to vector-like

portal DM necessary for this analysis was provided in 6). A review article on WIMP t-channel fermion

DM can be found in 7). Also notice that it is actually possible to get the right relic abundance of DM

in the bottom dark gray zone through conversion driven FO introduced in 8). This is addressed in the

next section.

3 FIMP from DM mediator and conversion driven freeze-out

The fact that the relic abundance can be driven by co-annihilations and or, even more importantly,

mediator annihilations is based on the assumption that the rate of B ↔ χ conversions is fast enough to

keep DM in chemical equilibrium with the bath. For leptophilic DM, in Fig. 1, this assumption breaks

when the relic abundance begins to increase again for decreasing values of λχ around 10−6. Notice

that such a small coupling implies the possibility to produce a long lived bath particle, coupled through

gauge interactions, at colliders and potentially give rise to displaced signatures. In the case of mediator

annihilation driven FO, arising for λχ ∼ 10−6 − 10−2, the B annihilations and the relative mass splitting

set the DM relic abundance. Ωh2 shows no dependence in λχ. When λχ < 10−6, B ↔ χ conversions

are no longer fast enough to convert DM back to bath particles efficiently and nχ > neq
χ before FO.

The smaller the coupling, the slower are the conversions and the larger is nχ at FO. This is the reason

why Ωh2 increases with decreasing λχ. This mechanism for setting the FIMP relic abundance has been

dubbed conversion driven FO 8).

Here we show the viable parameter space for a leptophilic fermion DM coupling to µR in the left

panel of Fig. 2, see 2), in the plane of the lifetime of the scalar bath particle B = ΦB , denoted as τϕ,

as a function of its mass, denoted as mϕ. Going to the upper part of the plot we are considering long

lived ΦB , with decay lengths of few centimeters or more. This corresponds to lower values of λχ and

more compressed spectra. The relic abundance is driven by conversions (mediator annihilations) above

(below) the gray dashed line. We directly see that the full viable parameter space for such production

mechanism is already well constrained by displaced searches at colliders looking for heavy stable charged

particles (HSCP) and disappearing tracks (DT), with the final leptons being too soft to be detected.

4 FIMP from freeze-in and superWIMPs

As can be seen in Fig. 1, another change in the relic abundance behaviour happens for even smaller

couplings around λχ ∼ few ×10−8. At that point, the DM can not be expected to have ever been near

kinetic or chemical equilibrium with the bath. The relic abundance then decreases with decreasing values

of the coupling. This is the typical behaviour of DM production from FI through B decays. In the latter

case, Ωh2 ∝ RΓ, where RΓ ∼ MpΓB/m
2
B is directly proportional to the bath particle decay rate with

ΓB ∝ λ2
χ, i.e. Ωh

2 ∝ λ2
χ. The DM abundance is then set when the bath particle becomes non-relativistic

and its number density becomes Boltzmann suppressed. In contrast, for λχ < 10−12, the DM abundance

becomes again independent of λχ. This happens when the mediator lifetime is so long that it essentially

decays after B chemical decoupling. In the latter case, for the models under study, the relic abundance is

set by the so-called superWIMP mechanism and Ωχ = mχ/mB × ΩB , i.e. the final DM relic abundance

is independent of λχ. In practice, a combination of FI and SW production can also contribute to the DM

abundance.

This is illustrated in the left panel of Fig. 3, where we show the viable parameter space for top-philic

fermionic dark matter in the plane of ∆m = mB −mχ as a function of λχ from 9). The right FIMP relic
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Figure 3: FIMP viable parameter space and constraints for top-philic DM in the case of fermion DM from

FI and SW (left) 9) and of scalar DM from FI allowing for an early matter-dominated era (right) 10).

abundance is obtained along the cyan lines for different DM masses. The dashed black lines inform on the

relative contribution of FI and SW to Ωχh
2. The colored areas are excluded by cosmological constraints

(magenta for Lyman-α, and red for Big Bang Nucleosynthesis) and collider constraints (from displaced

vertices, in purple, and R-hadrons searches, in blue ). In 9) Lyman-α forest constraints on thermal warm

DM were carefully re-interpreted to put generic constraints on free-streaming FIMPs excluding mχ < 15

keV for FI and masses as large as few GeV for SW. Very interestingly the left panel of Fig. 3 shows the

nice interplay between collider and cosmology to corner the viable parameter space of FIMPs.

Now all the above results have been obtained assuming a standard cosmological history. In particu-

lar, it was assumed that the DM was produced in a radiation dominated era. When considering an early

matter dominated era, with e.g. a low reheating temperature TR, the relic abundance of dark matter

can be diluted due to late time entropy injection. Interestingly for FI, this implies larger values of λχ or

equivalently shorter B lifetimes/decay lengths. As a result, a larger part of the parameter space of FI

scenarios can be tested at colliders through displaced searches. This is illustrated in the right panel of

Fig. 3 from 10) in the case of a top-philic scalar DM scenario in the plane of the lifetime of the fermionic

bath particle as a function of its mass, denoted with τΨ and mΨ, respectively. The colored areas are

excluded by displaced vertices +MET (DV) in light blue, delayed jet (dark blue) and R-hadron searches

(red). The continuous colored lines serve as a rough estimate of the Lyman-α constraints for reheating

temperatures between 20 GeV and 105 GeV. The surface below these lines would be excluded. As visible

from the plot, with low TR = 20 GeV displaced searches are much more efficient to exclude and probe

in the future the small decay length parameter space. This illustrates yet another interesting interplay

between cosmology and collider experiments. Also notice that in 10) a classification of DM scenarios

for three-body interactions between DM, B and SM particles was proposed and a systematic analysis of

prospects for detection at colliders through displaced signatures is provided.

5 Conclusions

Despite substantial experimental efforts dedicated to the search for DM, no indisputable signature of DM

has been found in (astro-)particle physics experiments. In these proceedings we show that, even in a very

simple t-channel portal DM set up, a plethora of production mechanisms are possible and a variety of DM
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probes are necessary to pin point correctly the nature of dark matter. In the case of FIMPs in particular,

we underline the very nice interplay that exists between cosmological probes, cosmological history and

collider physics. It is also worth mentioning that in all cases, from WIMP to FIMP, a sometimes large

part of the parameter space is still viable and potentially testable through specific signatures in colliders

(with e.g. displaced signals), astro-particle physics experiments (with line like gamma-ray signals) and

cosmology (with unconventional small-scale structure evolution). It is only combining all possible probes

of DM that we can hope to conclusively test the DM nature.
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Abstract

The heavy-ion physics program of the ALICE Collaboration is very rich and covers the study
many different observables that provide complementary information on the properties of the quark–
gluon plasma. In this contribution, recent experimental highlights from the ALICE Collaboration on
charmonium states, open heavy flavor, jet physics, light-flavor hadron production and electromagnetic
probes, measured in different collision systems, are presented.

1 Heavy Quarkonia

Quarkonia are flavorless mesons made of heavy quark-antiquark pairs. Charm and bottom quarks are

created in the early stages of the collision in hard parton-parton scattering processes. These particles

then travel through the hot and dense QCD medium losing a fraction of their energy in collisions with

other partons and (mostly) by gluon radiation. The energy loss effects can be quantified by the nuclear

modification factor RAA, defined as the ratio of the measured quarkonium yield in heavy-ion collisions

and the ⟨Ncoll⟩-scaled yield measured in pp collisions at the same energy, where ⟨Ncoll⟩ is the average

number of binary nucleon-nucleon collisions. The RAA of inclusive J/ψ measured at mid-rapidity is

shown as a function of the average number of participant nucleons (⟨Npart⟩) in Fig. 1 left. While the

RAA continuously decreases with increasing ⟨Npart⟩ at RHIC 1, 2), an enhancement is observed at LHC

energy starting from ⟨Npart⟩ ≈ 100. This effect is due to the recombination of charm-anticharm pairs in

the late stages of the QGP evolution close to the phase boundary, as predicted by different theoretical

works several years ago 3, 4, 5, 6). Recombination effects, which become stronger going to more central

collisions and lower transverse momentum (pT), are observed also for the ψ(2S) 7). Another interesting

effect predicted many years ago and considered as a decisive signature of the QGP formation 8) is the

sequential suppression of higher-mass quarkonium states. This is confirmed by the RAA of the ψ(2S)
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measured by ALICE at forward rapidity 7), which is found to be smaller compared to that of the J/ψ

(Fig. 1 right). The pT dependence of the RAA is well reproduced by the TAMU transport model 9).

ALI-PREL-336026 ALI-PUB-528412

Figure 1: RAA of inclusive J/ψ measured at mid-rapidity as a function of the average number of partici-
pant nucleons (left) and RAA of both J/ψ and ψ(2S) as a function of pT (right).

2 Open Heavy Flavor

Open heavy-flavor hadrons are complementary probes to charmonia to study the in-medium energy loss

of heavy quarks and characterize the QGP properties. Since the bottom quark is heavier than charm, it

is expected to lose a lower fraction of its energy in collisions with other partons and by gluon radiation,

due to the dead cone effect. This is confirmed by the measurement of the RAA of prompt and non-prompt

D0 mesons in central Pb–Pb collisions at 5.02 TeV 10), shown in Fig. 2 left. The ALICE measurement

provides unprecedented access to the low pT region, complementing existing results from ATLAS 11) and

CMS 12). The ratio of RAA of non-prompt and prompt D0 mesons, shown in Fig. 2 right, is sensitive

to effects that are different for charm and bottom, such as shadowing, interaction with the medium,

and mass-dependent radiative energy loss. Theoretical models that include both collisional and radiative

energy loss describe the data within uncertainties. The RAA and elliptic flow coefficient (v2) of prompt

D mesons are used by ALICE to constrain the spatial diffusion coefficients of charm 13).

3 Jets

Jets are the result of the hadronization process of high-energy partons produced in the initial stages of

the collision. Measurements of the jet suppression give information on how the initiating parton interacts

with the produced medium. A hint for a higher suppression of inclusive jets as compared to jets containing

a D0 meson is observed from measurements of the charged-particle jets RAA, shown in Fig. 3 left. This

difference can be explained by the lower energy loss of heavy quarks inside the medium as compared to

lighter quarks due to mass-dependent effects (dead cone). Medium-induced jet modifications are studied

using the jet grooming technique, which allows one to find the first hard splitting inside the jet 14).

The jet cone in Pb–Pb collisions is found to be more collimated than in pp collisions, thus implying a

suppression of wider jets due to interactions with the produced medium 14). To further characterize

the jet suppression phenomenon in heavy-ion collisions, the charged-jet RAA is measured for different
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their ratio compared to theoretical models (right).

jet cone radii R. Wider jets are found to be more suppressed with respect to more collimated jets, as

illustrated in Fig. 3 right.
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4 Light Flavor

The bulk of particle production in heavy-ion collisions consists of light-flavor hadrons. Their yields are

very well described by the statistical hadronization model (SHM) 15, 16, 17, 18) , which assumes that

particles are emitted by a source in local thermal and hadrochemical equilibrium with their abundances

being fixed at chemical freeze-out, at a temperature of Tchem = 156 ± 4 MeV. One of the parameters of

this model is the baryochemical potential µB, which is a measure of the imbalance between matter and

antimatter. This quantity is obtained with unprecedented precision by measuring antiparticle-to-particle

ratios for different hadron species. A direct cancellation of correlated uncertainties between particles and

antiparticles and an improved description of the hadronic interaction with the detector materials played

a crucial role in the reached precision, which is almost one order of magnitude better than that obtained

through the SHM fit, as shown in Fig. 4 left.

The properties of the hadron gas phase, produced after hadronization, can be studied by measuring

the yields of short-lived resonances. Due to their short lifetimes, which are comparable to that of the

hadron gas phase, resonance yields are affected by re-scattering effects of their decay daughters with

other hadrons in the gas and also by re-generation effects, i.e. the back reaction to their decay. The

ALICE Collaboration has measured the yield ratios of resonances with different lifetimes to those of the

corresponding stable hadrons. Figure 4 right shows the Λ(1520)/Λ measured as a function of multiplicity

in different collision systems and center-of-mass energies. Although the Λ(1520) has a longer lifetime than

K∗, it shows a stronger suppression when going from peripheral to central Pb–Pb collisions than that

of K∗ 19). Obviously, the lifetime is not a good predictor for resonance suppression, which depends on

the mean free path of the resonance in the hadron gas phase and on the (partial) chemical equilibrium

with the system 20). The data challenge existing models which work for different resonances and fail for

others.
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Figure 4: Baryochemical potential µB measured in Pb–Pb collisions at 5.02 TeV in comparison with the
value obtained with the SHM fit (left) and Λ(1520)/Λ as a function of multiplicity in different collision
systems and center-of-mass energies (right).
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5 Electromagnetic Probes

Direct photons and dileptons, i.e. lepton-antilepton pairs from virtual photons, are electromagnetic probes

that are emitted continuously throughout the entire history of a heavy-ion collision. These particles

interact with the medium only through the electroweak force, hence they carry undisturbed information

on the production process. The low pT region of the direct photon spectrum (pT ≲ 3 GeV/c) is sensitive

to thermal radiation emitted by the QGP. The ratio Rγ between inclusive and decay photon spectra is

measured in Pb–Pb collisions at 5.02 TeV as a function of pT in different centrality intervals, as shown

in Fig. 5 left. This ratio is close to unity at low pT and rises to higher pT, as expected by pQCD

calculations that include prompt photon production from initial hard scattering 21). The sensitivity to

thermal radiation is currently limited due to the large uncertainties of the measurement. Complementary

information on direct photon production is obtained with dielectron (e+e−) measurements. The dielectron

invariant-mass spectrum measured in Pb–Pb collisions at 5.02 TeV is shown in Fig. 5 right in comparison

with the so-called “hadronic cocktail”, which is the sum of all contributions from hadron decays obtained

from simulations. The data are consistent with theoretical model calculations that include thermal

radiation from the QGP and contributions from in-medium ρ0 decays, characterized by a broader spectral

function. A detailed characterization of the ρ0 spectral function and a precise measurement of the QGP

temperature are expected in Run 3 thanks to the larger data sample that will be collected and the detector

upgrade.
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Figure 5: Ratio Rγ between inclusive and decay photon spectra measured in Pb–Pb collisions at 5.02
TeV as a function of pT and dielectron invariant-mass spectrum (right) in comparison with theoretical
model calculations.
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6 Conclusions

Significant progress in the field of high-energy nuclear physics has been made by the ALICE Collaboration

over the last few years. A detailed characterization of the QGP properties, spatial diffusion coefficients of

heavy quarks in the QGP, as well as an in-depth understanding of a large variety of phenomena related

to hadron production and hadronic interactions have been obtained. The study of rare events, improved

precision of current measurements and more differential studies will be possible thanks to the detector

upgrade and higher luminosity expected during Run 3.
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Abstract

The Higgs decay in two b-quarks is very interesting and the most probable decay, but, due to the large
QCD background, it is not straightforward to study. For this reason, the LHC community is investing
in the direction of Xbb taggers (X=Z boson or Higgs), which aims at finding an optimal Higgs-tagger
using jet substructure information. Even if 10 years have passed from the discovery, the Higgs boson is
still one of the most investigated particles at colliders and will be a warm topic also in the future. The
Large Hadron Collider (LHC) produced around 8 million of Higgs boson and with the High Luminosity
LHC (HL-LHC) the number will be improved by a factor 20, but will be not enough for having a
complete knowledge of the boson. In the electroweak sector there are still several puzzling topics, i.e. the
naturalness problem, the di-Higgs production, which need more sensitivity than available now: for them
more powerful colliders are needed. Among the proposals, FCC-hh, the future hadron-hadron collider,
scheduled for the second half of this century, would investigate the hadronic structure at center of mass
energy of 100 TeV. In this document, color sensitive variables will be studied as Xbb tagger, exploiting
the different color configuration of a colour-singlet and colour-octect. Observable performances are tested
on the VHbb channel in the boosted limit and their possible role in the future collider experiments is
discussed.

1 Introduction

The Higgs boson was discovered in 2012 at LHC by the ATLAS and CMS Collaborations 1) 2). Since

then, the high energy physic community has been involved in the measurements of its proprieties. The

Higgs boson gives the opportunity to test the Standard Model (SM) predictions and to discover new

physics. In particular, the coupling of the Higgs particle is the only interaction that can test the difference

between fermion generations.

At the Higgs boson mass of 125 GeV, the most probable decay is in two b quarks, with a branching ratio of
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about 58%. The direct measurement of bb̄ channel provides a test of the Yukawa coupling to a down-type

quark and constrains the overall Higgs decay width. While this decay is the most frequent, it is a real

experimental challenge to observe it. This is due to the overwhelming large QCD background that can

mimic signal signature. The production mode usually analysed is the Higgs boson H in association with

a vector boson V (W or Z), with the vector boson decaying leptonically and the Higgs boson decaying

hadronically into a pair of b-quarks, which provides a clean experimental signature.

The hard b-quarks produced by the Higgs boson decay are usually detected as two separate b-jets. When

the momentum of the jets is higher than their invariant mass, the regime is called boosted. In such

situation, the two b-jets are close in angle and hence reconstructed as a single jet, also known as large

radius jet.

In order to better discriminate the H(bb̄) process over the production of the b-jets from a gluon collinear

splitting g(bb̄), many strategies have been developed. Several jet substructure techniques have been

designed, which aim at improving discrimination performance by finding hard prongs inside the large

radius jet. Specifically, the different radiation pattern of the signal and background can be exploited. In

the signal case, the b-jets originate from a colour singlet and the radiation is more constrained inside the

two b-quark system. In the background case, the radiation is more diffuse, due to the color connection

with the initial state, as shown in Figure 1.

Figure 1: Possible color connections for signal on the left (pp → H → bb̄) and for background on the right

(pp → g → bb̄) 5).

Despite the excellent results obtained in the electroweak sector, there are still puzzling topics. LHC

produced 8 million Higgs bosons so far, while HL-LHC will increase by a factor 20, with an estimated

improving uncertainties of Higgs coupling by factor 5-10. By the way, the Higgs self-coupling and nature

of electroweak symmetry break will remain unknown even after HL-LHC and FCC-ee. Higher energies

are needed because many rare Higgs decay will be more probable. FCC-hh, future acellerator for hadron-

hadron collisions, plans to reach center of mass energy of 100 TeV, almost 10 times compared to LHC.

In Figure 2 the cross sections for the Higgs boson production in hadronic collisions are shown.

In this paper, observables sensitive to the different color configuration will be exploited, referring to this

recent article 8). The idea is build a tagger that can be applied for the decay products of a generic colour

singlet X. In this regards, the Xbb tagger group in ATLAS aims at providing recommendations for the

H → bb̄ tagging and tools for use within analysis. It is at intersection of jet substructure and b-tagging

performance in boosted H → bb̄ topologies 9). At the end some ideas for the application of the tagger

in the future collider framework will be investigated.

2 Observables

A selection of high-level color sensitive variables are presented. They are introduced in the literature

in the past few years. In particular ten variables are considered: jet pull variables 5), t∥, t⊥, the pull
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Figure 2: Higgs production cross sections for hadron-hadron collisions 6).

Table 1: Percentage of events which pass the analysis selections.

Truth Reco

Signal 20% 17%
Background 1.6% 1.3%

angle θp
10) for leading and subleading jets, jet colour ring O 12), D2

7) and Lund jet plane 14).

They exploit the different color configurations in the b couple quarks decay, considering the direction of

radiations emitted in the process.

3 Observable performances on VHbb channel

3.1 Event simulation and selection

In order to test the observable discrimination performance, 300k events for pp → H(bb)Z(νℓνℓ) signal

and 4M events for the pp → bbνℓνℓ background processes are generated. Number of events are chosen

in order to have 50k events for signal and background, according with efficiency after selection cuts,

shown in Table 1. Hard events are generated with MG5 aMC@NLO v2.8.3.2 15) in a boosted regime and

parton-level events are then showered in Pythia v8.305 16). Detector effects are considered with a fast

detector simulation of Delphes v3.5.0 17). From Delphes Monte Carlo truth is extracted, containing

the particle-level information. The reference 8) gives a complete description of analysis selections and

simulation used here.

3.2 Discrimination performance

In Fig. 3 the normalised distributions for eight colour sensitive (CS) variables are shown, both for the

signal and background, and at truth and reco level. Looking at the plots, the discrimination power of D2

and O can be appreciated and the detector effects, in particular on pull variables, can be observed.

In Fig. 2 the average Lund images for the signal and background process in the truth and reco case are
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presented. From the plot, it is possible to appreciate the detector effect on image, which add in the reco

case a radiation in the middle values of ∆ and kt.
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Figure 3: Observables for signal and background, truth and reco cases, defined in Chapter 2 of 8).

After having determined the distributions of the CS observables and the Lund jet images, these are

used as inputs to ML algorithms in order to build combined classifiers. Specifically, a Boosted Decision

Tree (BDT) is trained on the CS observables, whereas Lund images are classified using a Convolutional

Neural Network (CNN). The output distribution of CNN Lund jet plane classifier is shown in Figure 3.

More details about these methods and architectures are provided in 8).

Different combinations of variables are also considered in order to improve the total discrimination power.

In this case the procedure is in two step, by using the CNN Lund jet plane classifier as an additional

input to the BDT.

In Fig. 3, the receiver operating characteristic (ROC) curves for several combinations of observables

are shown. It shows the background rejection (1/ϵb) vs the signal efficiency (ϵs): higher is the curve,

better is the discriminant power. Namely, are considered all the colour sensitive observables (CS) or

just the D2 and the colour ring (D2+CR), combined through a BDT; the CNN Lund jet plane classifier

(LPCNN); the combination of all the CS observables with the (CS+LPCNN), by means of the two step

procedure explained above. For each curve in Fig. 3, the value of the area under the ROC curve (AUC)

is reported in Table 2.
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Figure 4: Averaged primary Lund jet plane images for ZH(bb̄) and Zbb̄ in the truth and reco case 8).
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Figure 5: The ROC curves showing background rejection as a function of signal efficiency for the truth

(left) and reco case (right) for CS variables, LPCNN and the combined cases 8).

3.3 Future prospectives

Xbb tagger techniques can be useful also in future collider analyses. Discrimination between a singlet

and an octect of color can give its contribution in Higgs and Beyond Standard model (BSM) physics.

Next colliders need to investigate electroweak sector, which is still puzzling: for example the ∆mH

quantum correction of Higgs mass, naturalness problem 6). Higgs self-coupling and nature of electroweak

symmetry breaking will remain unknown even after HL-LHC and FCC-ee, which will provide only indirect

results.

Di-Higgs production allows for investigations of the Standard Model λ parameters of the Higgs potential:

V (H) =
1

2
m2

HH2 + λ3HνH3 +
1

4
λ4HH4 (1)

As shown in Figure 6, FCC-hh will improve the sensitivity of k3 (λ3/λ
SM
3 ) from 50% of HL-LHC to 5%

of FCC-hh. However, in the di-Higgs b couple channel the main source of background comes from the

irreducible QCD production. The Xbb tagger can be useful in the di-Higgs production in bb channel,

since can help to discriminate if they come from Higgs or QCD production.

Moving to BSM physics, the Xbb tagger can have an important role in the di-jet resonances in the final

states. For example the tagger can help in case of Z ′
B color singlet and G’ color octect vector resonances

identification respect QCD background or to discriminate to each other. In an extended SU(3)C color
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Table 2: Area under the ROC curves for different combination of observables.

Truth Reco

CS observables 0.826 0.788
D2+CR 0.817 0.787
LPCNN 0.876 0.828
CS + LPCNN 0.893 0.846

Figure 6: Sensitivity at 68% probability on the Higgs self-coupling parameter k3 at the various future

colliders 6).

models G’ arises as a heavy cousin of the SM gluon and couple universally to quarks with a coupling

gs tan θ, while Z’B is predicted in models with gauged baryon number.

3.4 Results

As expected, the performances are worse in the reco case, due to detector resolution. However discrim-

ination is still good for most combinations, close to 0.85 for CS + LPCNN. It is evident that most of

the discriminating power of CS is due to D2+CR alone, both in AUC values and in distributions. It

is clear that pull variables are not as powerful in discrimination as the other variables. Moving to the

combination with the Lund jet plane, the Lund jet plane alone performs better than the whole set of CS

observables. When LPCNN is combined with CS observables, there is a noticeable improvement of the

overall classification power, with a value of AUC equal to 0.893 in the truth case and 0.846 in the reco

case.

4 Conclusions

In this paper, the problem of finding a Xbb tagger, namely to distinguish the b-jets originating from a

colour singlet, as Higgs boson, from those originating from QCD background is investigated.

Colour sensitive observables present in literature are exploited in combination, in order to perform a pow-

erful discriminator. These observables are tested on signal process pp → H(bb)Z(νℓνℓ), but the strategy

can be valid in a more general context.

The discrimination performance is estimated using ML techniques, namely the BDT and CNN archi-

tectures. The BDT is trained with the colour sensitive variables, including the Lund jet plane CNN

discriminator.
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The results are encouraging, with a power in discrimination of 0.893 AUC for the combination of CS +

LPCNN.

In the end, this tagger, which is a combination of several theory-driven single-variable observables with a

representation of radiation pattern within a jet, is not only effective in theory, but also shows promising

prospects for application to future collider accelerators.
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Abstract

We present state-of-the-art results for the QED Parton Distribution Functions (PDFs), which have been
recently pushed up to next-to-leading logarithmic (NLL) accuracy. In particular, in this contribution, we
will focus on a simple process as a toy model to explore the impact of NLL PDFs and the dependence
on the renormalisation and factorisation scheme.

It is not unreasonable to assume that the future of high-energy physics will involve an e+e− col-

lider. It is time for the theoretical community to start thinking about how to enlarge the legacy of LEP.

The techniques and the calculations developed for LEP need to be revisited to keep up with the aston-

ishing projected experimental error on measurements at future colliders. The relative error on several

electroweak observables will reach 0.01% and possibly be even smaller.

The typical cross section relevant to e+e− collisions is in principle entirely computable as a pertur-

bative series in the QED coupling constant α. However, calculations of processes in QED always feature

large contributions stemming from photon collinear emissions in the initial state (initial state radiation,

ISR). These contributions appear as logarithms to some power of some hard physical scale Q over the

mass of the electron me, L = logk(Q2/m2
e):

dσe+e− = αb
∞∑
n=0

αn
(
c
(n)
0 + c

(n)
1 L+ . . .+ c(n)

n Ln
)
, (1)

with b the power of α in the Born process. These logarithmic terms can be numerically large, preventing

the perturbative series from being well behaved.

It is fortunate that such logk(Q2/m2) terms are universal, hence they can be taken into account to all

orders in α by a process-independent resummation procedure. With the collinear factorisation approach,
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the physical cross section is written by means of a factorisation formula that recalls the standard QCD

factorization formula at hadron colliders:

dσe+e− =
∑
ij

∫
dz+dz− Γi/e+(z+, µ

2,m2
e) Γj/e−(z−, µ

2,m2
e) dσ̂ij(z+, z−, Q

2, µ2) +O
(
m2
e

Q2

)
. (2)

Let us describe the various terms present in this equation: dσe+e− is the particle-level cross section,

computed with massive electrons; dσ̂ij is a parton-level cross section, understood to be computed with

massless electrons, which does not contain any logarithmic term, and is expected to be well-behaved order

by order in perturbation theory; z± are the longitudinal momentum fractions carried by the partons w.r.t.

their mother particle; Γi/e± are the Parton Distribution Functions (PDFs) of the electron or the positron,

a name that originates from the analogy of Eq. 2 with its QCD counterpart. PDFs are universal and

resum to all order the collinear logarithms due ISR. Note that the nature of the parton entering the

short-distance cross section can coincide with that of the incoming particle e.g. (i, j) = (e+, e−), or it

can differ e.g. (i, j) = (γ, e−), (e−, e−), . . .. Moreover, as in QCD, a suitable factorisation scheme must

be introduced (e.g. MS) to regulate the zero-mass divergences in the parton-level cross section and a

factorization scale µ2 appears both in the Γi/e± and in dσ̂ij .

At variance with hadronic PDFs, QED PDFs are entirely calculable with perturbative techniques.

In the following, we will mostly focus on the PDFs relevant to an incoming unpolarised electron particle,

Γi/e− ≡ Γi; the PDFs of an incoming positron are trivially related by charge conjugation. We will refer

to Γe− as electron PDF, and to Γγ as photon PDF. At the initial scale µ2
0 ' m2

e, the leading order

initial condition is a trivial Γe−(z, µ2
0) = δ(1 − z). The PDF at the final scale µ2 can be obtained by

means of QED DGLAP evolution equations 1, 2, 3, 4). At leading logarithmic (LL) accuracy i.e. the

resummation of the dominant tower of (αL)k terms, analytical expressions have been known for a long

time 2, 3, 5, 6):

ΓLL
e− (z, µ2) =

exp [(3/4− γE)η]

Γ(1 + η)
η(1− z)−1+η − 1

2
η(1 + z) +O(α2) , η =

α

π
L . (3)

Such LL analytical expressions are built out of an additive matching between a recursive solution up to

some order in α, typically O(α3), and an all-order α solution valid in the region z → 1. Note that with Q

of the order of a few hundred GeV’s one obtains η ∼ 0.05. Therefore, because of the (1− z)−1+η factor,

the PDF is very peaked towards z = 1, where it diverges with an integrable singularity. In general, such

a peculiar structure of the PDFs requires a suitable re-parameterization of the phase-space 7) when

numerically performing the convolution in Eq. 2.

In view of high-energy future colliders and the need for precise predictions, LL accuracy for QED

PDFs is certainly insufficient. Moreover, theoretical systematics are not well defined in a LL-accurate

picture. For instance, the value of α in Eq. 3 is entirely arbitrary at LL: whether α runs or not, or more

generally in which renormalisation scheme α is defined, are questions that arise only at higher orders.

To improve on the LL result, one can calculate individual higher powers of αlLk by means of fixed-

order calculations (see e.g. 8) and references therein) or extend the resummed result to next-to-leading

logarithmic (NLL) accuracy i.e. resumming also the tower of α(αL)k terms. We will focus on the latter.

In Ref. 9), the electron, positron, and photon PDFs of the unpolarised electron have been calculated

at NLL accuracy in the MS factorisation and renormalisation scheme. The PDFs have been derived by

solving the DGLAP equations both numerically and analytically, by using as initial conditions for the

evolution the ones derived in Ref. 10). In Ref. 11), these results have been improved in several

directions: first, with a DGLAP evolution featuring multiple fermion families (leptons and quarks) in
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a variable flavour number scheme i.e. by properly including the respective mass thresholds; second,

by taking into account an alternative factorisation scheme, the ∆ scheme 12), where the NLO initial

condition are maximally simplified; third, by considering two alternative renormalisation schemes, α(mZ)

and Gµ schemes (where α is fixed).

NLL PDFs ready for phenomenology can be obtained with the public code eMELA, available here:

https : //github.com/gstagnit/eMELA

Such a code supersedes the one developed in Ref. 9) (ePDF), that was limited to the evolution with a

single lepton in the MS renormalisation and factorisation schemes. eMELA is a standalone code, and

can be linked to any external program. Since a runtime evaluation of the numerical solution is likely

too slow for phenomenological applications, the possibility is given to the user to output the PDFs as

grids compliant with the LHAPDF 13) format, that can be employed at a later stage. Moreover,

regardless of whether the numerical solution is computed at runtime or read from the grids, eMELA

always switches to the analytical solution for z → 1. eMELA can also provide one with PDFs with

beamstrahlung effects, according to the procedure presented in Ref. 7).

In Ref. 11), eMELA has been linked to MadGraph5 aMC@NLO 14, 15) in order to reach

NLL accuracy for the PDFs and NLO accuracy (in the full electroweak theory) for the short-distance

cross section, and obtain first NLL+NLO predictions for physical observables at lepton colliders. While

MadGraph5 aMC@NLO is widely used in the context of LHC simulations, it can also be employed

for lepton collisions. Indeed, many results for leptonic collisions were already provided in Ref. 14),

including NLO-QCD corrections but limited to the case of a strictly fixed centre-of-mass energy. The

extension to the case with QED ISR and beamstrahlung has been documented in Ref. 7), whereas

Ref. 11) describes the inclusion of NLO EW corrections to the short distance cross section, allowing for

the computation of NLL+NLO observables after linking to eMELA.

In order to investigate the effect of NLL PDFs, here we focus on a toy model process,

e+e− → qq̄(γ) , (4)

with a final state photon only present in the real-emission NLO contribution. In Eq. 4, q is a massless

fermion of charge eq, and in the corresponding short-distance cross sections we retain only the contribu-

tions proportional to e2
q (this limits the real and virtual radiation to the initial state, and thus the process

is effectively equivalent to that for the production of a heavy neutral object of variable mass). Note that

this is the process already used in Ref. 10) for the determination of the initial conditions for the elec-

tron PDFs. The process under consideration is simple enough to be easy to calculate (indeed its simple

analytical cross sections have been used as a cross-check of the corresponding automated computation

carried out by MG5 aMC), but interesting enough to be able to draw some physical considerations.

We calculate the particle-level (parton-level) cross section as differential in τ (τ̂), defined as:

τ =
M2
qq̄

s
, τ̂ =

M2
qq̄

ŝ
=

τ

z+z−
, (5)

with M2
qq̄ the invariant mass squared of the pair of final state quarks. Eq. 2 can be rewritten as

dσ

dτ
=

∫ 1

0

dz+dz−dτ̂ Γe−(z+, µ
2
F ) Γe−(z−, µ

2
F )

dσ̂

dτ̂
(τ̂ , µ2

F ) δ(z+z−τ̂ − τ) , (6)

with the parton-level cross section given by the sum of the LO and the NLO contributions,

dσ̂

dτ̂
=
dσ̂[0]

dτ̂
+

α

2π

dσ̂[1]

dτ̂
. (7)
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The LO contribution is trivially given by

dσ̂[0]

dτ̂
= B(ŝ) δ(1− τ̂) , B(ŝ) =

4πα2

3ŝ
. (8)

In full generality, the NLO contribution is given by

dσ̂[1]

dτ̂
= B(ŝ)

1

τ̂

[
2

(
1 + τ̂2

(1− τ̂)+
+

3

2
δ(1− τ̂)

)
log

ŝ

µ2
F

− 2KF (τ̂) + 2(2π)KRδ(1− τ̂)

+ 4(1 + τ̂2)

(
log(1− τ̂)

1− τ̂

)
+

+ δ(1− τ̂)

(
−92

9
+

2

3
π2 +

4

3
log

ŝ

µ2
R

) ]
. (9)

The term proportional to KF is related to the change of factorisation scheme, with the factor of 2 due to

the fact that there are two incoming legs. In the MS factorisation scheme, KMS
F (z) = 0, whereas in the

e.g. ∆ scheme we have

K∆
F (z) =

[
1 + z2

1− z (2 log(1− z) + 1)

]
+

. (10)

The term proportional to KR is related to the change of factorisation scheme, with the factor of 2 due

to the power of α in Eq. 8. In the MS renormalisation scheme, KMS
R (z) = 0, whereas in the e.g. α(mZ)

scheme with a single active lepton, by neglecting the presence of thresholds and the W-boson contribution

to the running of α, we have

K
α(mZ)
R =

1

3π
log

µ2
R

m2
Z

+
5

9π
. (11)

More involved expressions in presence of multiple fermion families (leptons and quarks) by properly

including the respective mass thresholds can be easily obtained with the results presented in Sec. 4 of

Ref. 11).

In the following, we will focus on the cumulative cross section defined as

σ(τmin) =

∫
dσΘ

(
τmin ≤

M2
qq̄

s

)
=

∫ 1

0

dz+dz− Γe−(z+) Γe−(z−) Θ

(
τmin

z+z−
< 1

) ∫ 1

τmin/(z+z−)

dτ̂
dσ̂

dτ̂
,

(12)

with the integral of parton-level NLO contribution given by

1

B(ŝ)

∫ 1

c

dτ̂
dσ̂[1]

dτ̂
= −56

9
− 4c+

4

3
log

ŝ

µ2
R

+ (4π)KR − 2

∫ 1

c

dτ̂
KF (τ̂)

τ̂

− 4(1− c) log(1− c) + 4 log2(1− c) + 4Li2(c)

+ log
ŝ

µ2
F

(1 + 2c+ 4 log(1− c)− 2 log c) . (13)

The integral of the KF function in the ∆ scheme reads∫ 1

c

dτ̂
K∆
F (τ̂)

τ̂
= 2Li2(c)− c+ 2 log2(1− c) + 2c log(1− c)− log(c)− π2

3
− 1 . (14)

We present numerical results for the the cumulative cross section Eq. 12 for the toy model process at√
s = µR = µF = 500 GeV. Ratios of σ(τmin) for different settings of the PDFs are shown in Fig. 1 and

Fig. 2 as a function of τmin. We find qualitatively similar results in the range
√
s ∈ [50, 500] GeV. The

region close to τmin = 1 has to be taken with a grain of salt because it features unresummed purely soft

logs.
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In Fig. 1 on the left, we show the dependence of the cumulative cross section on the adopted

factorisation scheme. Such a dependence is of the order of 10−4–10−3, to be considered as a systematic

error associated to the calculation. Note that the NLL electron PDF largely differs (O(1)) between the

MS and the ∆ scheme, with the NLL electron PDF in the ∆ scheme closer to the LL value 11). Hence

we can conclude that there are large cancellations between the PDFs and the short-distance cross section

in the MS scheme, cancellations which are absent for the ∆ scheme. Such benefial cancellations in the

∆ scheme are also evident in the cumulative short-distance cross section, Eq. 13: when inserting Eq. 14

into Eq. 13, we see that the log2(1− c) term cancels entirely.

In Fig. 1 on the right, we show the dependence of the cumulative cross section on the adopted

renormalisation scheme. By comparing with Fig. 1 on the left, we see that the renormalisation scheme

dependence mostly leads to a normalisation effect, and it is significantly larger than the factorisation

scheme one. The choice of the renormalisation scheme should be regarded as an informed choice rather

than a systematic of the calculation.
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e+e− → qq̄, 500 GeV

Figure 1: Dependence of the cumulative cross section Eq. 12 for the toy model process on factorisation
and renormalisation schemes at

√
s = µR = µF = 500 GeV . Several choices of factorisation and

renormalisation schemes for the PDFs are shown. The notation adopted in the legends of the plots is:
{accuracy of short-distance cross section}, {accuracy of PDF} [{factorisation scheme}, {renormalisation
scheme}]. The accuracy of the short-distance cross section is always NLO.

In Fig. 2, the impact of NLL vs. LL PDFs is shown for three different choices of renormalisation

schemes. It is clear that the corrections due to next-to-leading logarithms follow a non-trivial pattern,

impossible to account in some universal manner. Hence, NLL-accurate PDFs are phenomenologically

important for precision studies.

Note that, despite its semplicity, the toy model process behaves similary (w.r.t. ISR effects) to the

other 2→ 2 processes considered in Ref. 11). We refer the interested reader to Refs. 10, 9, 7, 12, 11)

for additional details about predictions at high-energy e+e− colliders within collinear factorisation and

the usage of NLL PDFs. As a final remark, we would like to stress that moving towards NLL is important

not only to improve on the accuracy of our predictions, but also needed for an assessment of sources of

theoretical uncertainties.

45



0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
τmin

0.9950

0.9975

1.0000

1.0025

1.0050

1.0075

1.0100

1.0125

1.0150

NLO, NLL [∆, MS] / NLO, LL [MS]

NLO, NLL [∆, α(mZ)] / NLO, LL [α(mZ)]

e+e− → qq̄, 500 GeV

Figure 2: Impact of next-to-leading logarithmic terms in the PDFs. The notation adopted is as in Fig. 1.
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Abstract

The Future Circular Collider (FCC) is a post-LHC project aiming at direct and indirect searches for
physics beyond the SM in a new 100 km tunnel at CERN. In addition, the FCC-ee offers unique pos-
sibilities for high-precision studies of the strong interaction in the clean environment provided by e+e−

collisions, thanks to its broad span of center-of-mass energies ranging from the Z pole to the top-pair
threshold, and its huge integrated luminosities yielding 1012 and 108 jets from Z and W± bosons de-
cays, respectively, as well as 105 pure gluon jets from Higgs boson decays. In this contribution, we will
summarize studies on the impact the FCC-ee will have on our knowledge of the strong force includ-
ing: (i) Quantum Chromodynamics (QCD) coupling extractions with per-mille uncertainties, (ii) parton
radiation and parton-to-hadron fragmentation functions, (iii) jet properties (light-quark-gluon discrimi-
nation, e+e− event shapes and multijet rates, jet substructure, etc.), (iv) heavy-quark jets (dead cone
effect, charm-bottom separation, gluon → cc̄, bb̄ splitting, etc.); and (v) non-perturbative QCD phenom-
ena (color reconnection, baryon and strangeness production, Bose-Einstein and Fermi-Dirac final-state
correlations, etc.).

1 Introduction

A crucial aspect for many physics measurements is a precise understanding of QCD. An accurate deter-

mination of the strong coupling constant αS is mandatory to improve the precision of the production

cross sections and decays calculation. The computation of higher-order corrections up to next-to-next-

to-next-to-leading order (N3LO) and next-to-next-to-leading logarithm (N2LL) is also central because it

can increase the precision in observables predictivity. Another pivotal ingredient is a precise picture of

jet substructure, parton showering, hadronization and colour reconnection, whose understanding benefits

any hadronic final state.
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The FCC-ee program 1), with its large integrated luminosities and clean environment, offers a rich QCD

program. QCD studies with an unprecedented precision can be performed due to the large expected

number of events at the FCC-ee of roughly ∼ 1011 Z at
√
s = 91 GeV, ∼ 107 W+W− at

√
s = 160 GeV

and ∼ 106 ZH at
√
s = 240 GeV.

2 The strong coupling constant

The least precisely known of all interaction coupling constant is αS , with an overall uncertainty at

per-mille level, δαS ∼ 10−3. Currently, αS is determined by comparing 7 experimental observables to

perturbative QCD (pQCD) predictions, plus a global average at the Z pole scale. The relevant observable

for e+e− collisions are e+e− jet shapes and hadronic τ leptons and W/Z bosons decays.

2.1 αS from e+e− event shapes and jet rates

As already done at LEP 2), the thrust (τ) and the C-parameter defined in Eq. 1 can be used to extract

αS :

τ = 1− T = 1−max
n̂

Σ|~pi · n̂|
Σ|~pi|

C =
3

2

Σi,j |~pi||~pj | sin2 θi,j
(Σi|~pi|)2

, (1)

with θi,j the angle between particle i and j and ~pi,j the momentum respectively. Other quantities which

are sensitive to αS are the n-jet rates, Rn =
σn−jet

σtot
, and therefore were used to extract the strong coupling

constant. The comparison between the experimental measurements and N3LO+N2LL predictions yields

αS(mZ) = 0.1171 ± 0.0027 (± 2.6%).

At lower
√
s, the n-jet rates up to 7 jets could be studied 3), while runs at higher

√
s could be used

to study jet rates in regimes where the probability of hard gluon emission increases. Moreover, a better

understanding of hadronization mechanism and improvements in logarithmic resummation to N3LL for

jet rates would allow the extraction of αS at δαS/αS < 1% at the FCC-ee.

2.2 αS from hadronic τ decays

The very precise LEP and B-factories e+e− → τ+τ− data, together with higher-order pQCD corrections

to the hadronic τ width, allow a remarkably accurate αS extraction from hadronic τ decays. The quantity

of interest is the ratio of the hadronic τ width and the electron τ width, defined as follows:

Rτ =
Γ(τ− → ντ + hadrons)

Γ(τ− → ντe−ν̄e
= SEWNC

(
1 + Σ4

n=1cn

(αS
π

)n
+O(α5

S) + δnp

)
, (2)

where SEW represents the pure electroweak (EW) contribution to the ratio, NC the number of colours,

cn the coefficients of the perturbative expansion, and δnp power-suppressed non-perturbative (NP) cor-

rections. Experimentally, this ratio has determined with a ± 0.23% precision, and this leads to a deter-

mination of αS(mZ) = 0.1187± 0.0018 (± 1.5%).

The dominant source of theoretical uncertainty in the extraction of αS comes from the discrepancy be-

tween the Fixed Order Perturbation Theory (FOPT) and the Contour-Improved Perturbation Theory

(CIPT), two different approaches for evaluating the perturbative expansion. Currently, this uncertainty is

at the level of ± 1.5%. NP correction are also relevant in the determination of αS from hadronic τ decays.

These can be sizeable for O(Λ2
QCD/m

2
τ ) and they can be controlled by new high-precision measurements

of the hadronic τ spectral function.

Statistical uncertainty will be negligible at the FCC-ee, considering the ∼ 1011 τ produced at the Z-

pole, and parametric and systematic uncertainties will dominate. To fully exploit this huge statistics,
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Figure 1: ∆χ2 fit profiles of the αS(mZ) extracted from the combined N3LO analysis of the total W
width (Γtot.

W ) and hadronic-to-leptonic W± decay ratio (RW ), compared to the current αS(mZ) world
average (vertical orange band). Left: Extraction with the present W± data assuming (blue curve) or not
(black curve) CKM unitarity. Right: Extraction expected at the FCC-ee, with the total (experimental,
parametric, and theoretical in quadrature) uncertainties (outer parabola) and with the experimental

uncertainties alone (inner parabola). These plots are taken from Ref. 4).

a reduction in the spread of theoretical determinations of Rτ is mandatory. This necessarily implies a

better understanding of the discrepancies arising from the CIPT and FOPT comparison. Furthermore,

a better determination of the spectral functions entering the Rτ calculation is compulsory, and this can

be achieved exploiting new data coming from Belle II or the FCC-ee itself. In this way, the uncertainty

on αS can be reduced well below the current δαS/αS ∼ 1% level.

2.3 αS from hadronic W± boson decays

Analogously to the case of the hadronic τ decays, the extraction of αS from hadronic W± boson decays

can be performed considering the ratio of the hadronic width to the lepton with, as described in Eq. 3

RW (Q) =
Γhad.
W (Q)

Γlep.
W (Q)

= REW
W

(
1 + Σ4

i=1ai(Q)

(
αS(Q)

π

)i
+O(α5

S) + δmix + δnp

)
(3)

with REW
W representing the pure EW contribution to the ratio, ai(Q) the coefficients of the perturbative

expansion, δmix the mixed QCD+EW corrections, and δnp the power-suppressed NP corrections. αS is

then extracted at N3LO from a simultaneous fit of 2 W boson pseudo-observables 4): RW and Γtot.
W .

With the assumption of CKM unitarity, a value of αS(mZ) = 0.101 ± 0.027 is obtained (with negligible

theoretical and parametric uncertainties), as depicted in Fig. 1 (left). The large uncertainty is mostly

due to the poor experimental knowledge of RW and Γtot.
W , which have been measured in e+e− →W+W−

LEP events. If CKM unitarity is not assumed, the resulting value of the strong coupling constant is

basically unconstrained, as shown in Fig. 1 (left).

At the FCC-ee, the uncertainties on RW and Γtot.
W will be largely reduced, thanks to the high statistics

at the WW threshold. With a factor of 10 reduction of the theoretical uncertainties due to missing

α5
S , α

3, αα2
S and α2αS corrections, a final QCD coupling extraction of αS(mZ) = 0.11790 ± 0.00023 with

2 per-mille total error is possible, as illustrated in Fig. 1 (right).
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Figure 2: ∆χ2 fit profiles of αS(mZ) extracted from the combined Z pseudo-observables analysis and/or
the global SM fit compared to the current world average (orange band). Left: Current results (solid
lines) compared to the previous 2018 fit (dashed lines). Right: Extraction expected at the FCC-ee - with
central value (arbitrarily) set to αS(mZ) = 0.12030 and total (experimental, parametric, and theoretical
in quadrature) uncertainties (outer parabola) and experimental uncertainties alone (inner parabola) –

compared to the present one from the combined Z data (blue line). These plots are taken from Ref. 4).

2.4 αS from hadronic Z boson decays

Following the same procedure described in Sec. 2.3, αS can be extracted at N3LO from a simultaneous

fit of 3 Z boson pseudo-observables 4): RZ , Γtot.
Z and σhad.

Z , yielding αS = 0.1203 ± 0.0029 (± 2.3%), as

depicted in Fig. 2 (left).

Having 105 times more Z bosons than at LEP, together with an exquisite systematic and parametric

precision would allow a remarkable improvement in the theoretical predictions of the Z boson pseudo

observables, and therefore a reduction in the strong coupling uncertainty by almost 2 orders of magnitude.

This experimental precision has to be matched by a reduction in the theoretical uncertainties by almost

a factor of 5 by computing missing α5
S , α

3, αα2
S and α2αS corrections. In this way, αS can be extracted

with a 2 per-mille accuracy, namely αS(mZ) = 0.11790 ± 0.00023, as reported in Fig. 2 (right).

3 Jet substructure

Jet substructure studies play a crucial role in improving our knowledge of parton shower (PS) and

hadronization mechanism 5, 6, 7). In particular, jet angularities 8), defined as λκβ = Σi∈jetz
κ
i θ

β
i (with

zi and θi representing the energy fraction and angular distance to jet axis of constituent i), constitute an

intriguing starting point. The parameters κ ≥ 0 and β ≥ 0 regulate the energy and angular weighting

respectively. Multiplicity (κ = 0, β = 0), width (κ = 1, β = 1), mass (κ = 1, β = 2), pDT (κ = 0, β =

2) and Les Houches Angularity (κ = 1, β = 0.5) are the most common examples. Specifically, this last

quantity offers an incredible opportunity to study different PS algorithms between generators.

The FCC-ee would be crucial in addressing such differences in PS and hadronization modelling. For

example, the gluon radiation patters could be studied exploiting the expected 106 e+e− → ZH(→ gg)

events, together with the e+e− → Z → bb̄g events (assuming that b-jets are tagged with high efficiency.

Therefore, these studies conducted at the FCC-ee would lead directly to improved MC tuning, together
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Figure 3: Evaluation of ParticleNetIdea performance in terms of a receiver operating characteristic
(ROC) curve for the identification of different jet flavours i.e., s (left), and g (right). The different jet
flavours considered background are indicated on the labels. The IDEA detector configuration is used.

These plots are taken from Ref. 14).

with a better understanding of NP QCD.

4 Quark-gluon tagging

One of the most exciting (but challenging) prospects in pp collisions is light-quark gluon discrimination.

Being able to efficiently identify the flavour of the parton which initiates the jet is critical for the success

of the physics program of future EW factories 9). An accurate light quark-gluon discrimination would

allow precise Beyond the Standard Model (BSM) searches for signals without leptons, b- or top-quarks,

as well as would produce an enhancement of light quark-rich signals i.e. tt̄H or pure EW W/Z + jets.

Recently, a new generation of advanced machine learning based jet tagging algorithms has been devel-

oped 10, 11, 12, 13), bringing almost 2 orders of magnitude improvement in background rejection when

comparing to the traditional approaches in Heavy Flavour and gluon tagging. In particular, within the

context of the FCC-ee, the ParticleNetIdea 14) has been developed, and Figure 3 shows its high

performances in discriminating light quark jets from s-quark (left) and gluons (right).

5 Conclusion

To fully exploit present and future collider programs, a precise understanding of both perturbative and NP

QCD is highly needed. At the FCC-ee, a plethora of unique QCD studies would be possible. Among them,

the most relevant are the extraction of the strong coupling constant αS from jet event shapes and hadronic

τ/W±/Z decays with a per mille level accuracy and jet substructure studies, which could greatly improve

our current knowledge of parton shower and hadronization. Thanks to the large pure quark/gluon samples

in the extremely clean environment of a lepton collider, precise quark-gluon discrimination studies would

be carried out with a much better discriminating power than the one in pp̄/pp collisions. Finally, due to the

large number of expected e+e− →W+W−, the huge statistics (× 104 LEP) could be exploited to measure

the W boson mass, mW , both (semi-)leptonically and hadronically to constrain colour reconnection at

the 1% level or below.
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Abstract

Processes involving heavy quarks can be computed in perturbation theory in two different ways: we can
adopt a scheme in which the mass of the quark is considered only as a regulator of the collinear divergences
because of the fact that the hard scale of the process is far bigger or we can consider the quark as a massive
particle. Each picture has its own advantages and drawbacks: we investigate the differences between the
two approaches with particular attention to the threshold logarithmic structure. We examine the origin
of this difference, focusing on different processes involving the Higgs boson . Finally we perform the soft
logs resummation of the Higgs boson decay rate into a bb̄ pair at NLL accuracy in the massive scheme.

1 Introduction

Quarks appear in the Quantum Chromo-Dynamics (QCD) lagrangian in different species, named flavours.

From the point of view of strong interactions, different flavours are distinguished purely on the basis of the

value of their masses. It is therefore natural to classify quark flavours according to their masses, compared

to ΛQCD ' 300MeV. The masses of up, down and strange quarks, relevant for ordinary matter, are much

smaller than ΛQCD, and can be taken to be zero for most applications in high-energy physics, on the

other hand charm (c) and especially bottom (b) are heavy according to this definition. Heavy-flavour

production cross-sections can be calculated in perturbative QCD because the mass of the b and c quarks

sets the value of the coupling in the perturbative region and regulates collinear singularities. In order to

compute processes involving heavy flavour two main approaches are employed. In the so-called massive

scheme, the final-state heavy quarks are considered massive particles and we can compute order by order

in perturbation theory the scattering amplitude. Within this approach the kinematics is treated correctly

but calculations become cumbersome at higher and higher perturbative orders. Another drawback is that
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Figure 1: Real-emission contributions to the decay of the Higgs boson into a bb̄ pair at O (αs).

large mass logarithms which arise due to the fact that the mass of the heavy quark is far smaller than

hard scale of the process spoil the convergence of the perturbative series. Therefore another framework

is employed which is the so called massless scheme. In the massless scheme, we treat the mass of the

particle only as a regulator of the collinear divergences. Consequently we do not have control on the

kinematics outside the collinear region, i.e. we consider only radiation emitted at small angle. This

approach exploits the factorization theorem: the differential cross section can be written as a convolution

product of a process dependent function times a fragmentation function, which is process independent

and fulfills a first order linear equation that allows us to resum the mass logarithms (DGLAP). The initial

condition of the DGLAP evolution equation is set at a scale µ2
0 ' m2

c,b � Λ2
QCD and therefore it is in the

perturbative domain and it can be determined by matching the factorisation theorem with the massive

scheme. It was determined to NLO in QCD for the b quark fragmentation function in 1, 2) and to

NNLO in 3, 4). The initial condition is affected by soft-collinear logarithms, that should be resummed to

all-orders too 5, 6). The main problem we want to focus on is that the structure of threshold logarithms

in the initial condition of the fragmentation function cannot be always recovered by the massless limit

of a massive-framework calculation: this strongly depends both on the considered process and on the

specific observable that is computed. We will show this particular behaviour using a simple process as

an example which is the decay of a Higgs boson in a bb̄ pair. Secondly, we want to derive a resummed

expression of the differential decay rate at NLL accuracy that fully take into account the heavy quark

mass and outline also in this case the non commutativity of the massless and threshold limit.

2 Interplay between threshold and massless limit in H → bb̄

In order to explain the aforementioned non commutativity of the limits we focus on the decay of the

Higgs boson at NLO keeping the mass of the quarks:

h(q)→ b(p1) + b̄(p2) + g(k) p2
1 = p2

2 = m2, k2 = 0. (1)

We compute the differential decay rate dΓ/dx, where x = (2p1 · q)/q2 is the energy of the quark in the

CoM reference frame, and we are interested in the small mass limit necessary for the massless scheme

(m2/|q2| ≡ ξ → 0) and in the limit x→ 1. This limit can be achieved both when the gluon becomes soft

or when it is emitted collinear respect to the emitting quark provided that the latter is massless. We are
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interested in performing these limits in two different orders1

lim
ξ→0

lim
x→1

1

Γ0

dΓ

dx
= −2αsCF

π

[
1 + log ξ

1− x
+O(ξ0) +O

(
(1− x)0

)]
, (2)

lim
x→1

lim
ξ→0

1

Γ0

dΓ

dx
= −αsCF

π

[
log ξ

1− x
+

log(1− x)

1− x
+

7

4

1

1− x
+O(ξ0) +O

(
(1− x)0

)]
,

where Γ0 is the Born level decay rate:

Γ0 =

√
2q2GFm

2β3NC

8π
, β =

√
1− 4ξ, (3)

with GF is the Fermi constant. In order to analyze the logarithmic structure of the previous equation,

we introduce the Mellin transformation:

M{f(x)}(N) =

∫ 1

0

xN−1f(x) dx (4)

We notice that in the first case of equation (2) we have a mass logarithm multiplied by a soft one

(1/(1− x) ↔ logN in Mellin space) whereas in the second one we have an additional term which cor-

responds to a log2N after the Mellin transformation. We note also that the overall coefficient is halved

in the second limit, as if the log(1 − x) contribution in the second line of (2) is playing the role of a

mass logarithm. We would like to provide a physical interpretation to this fact: a measurement of x fixes

the invariant mass (p2 + k)2 = m2
gb̄

thus screening one of the collinear (mass) logs and preventing the

anti-quark propagator to go on-shell. In order to analyse the actual origin of the double logarithms, we

have to look at the quark propagator: if we integrate it over the angle between the gluon and the quark

in the ~p2 + ~k = 0 frame we find∫ 1

−1

1

1− β1 cos θ
dcos θ = log

x2

ξ(1− x)
+O

(
(1− x)0

)
, β1 =

x
√

1− 4ξ/x2

x− 2ξ
, (5)

where β1 is the quark velocity in that reference frame. In this limit, collinear logarithms appear in two

distinct ways: as explicit logarithm of the quark mass m or as logarithms of 1 − x. This consideration

brings us to formulate a more general statement about the double threshold logs in processes with heavy

quark. We expect this behaviour to arise if look at a differential distribution which is directly related

to the virtuality of one of the propagators, here m2
gb̄

. Let us consider the differential distribution in

x̄ = (p1 + p2)2/q2 → 1 as k → 0. Performing an explicit calculation:

lim
ξ→0

lim
x̄→1

1

Γ0

dΓ

dx̄
= lim
x̄→1

lim
ξ→0

1

Γ0

dΓ

dx̄
= −2αsCF

π

1 + log ξ

1− x̄
+O(ξ0) +O

(
(1− x)0

)
, (6)

In this case we have only a single logarithmic enhancement and the two limits commute.

2.1 Higgs Production and Higgs DIS

We test our statement by studying other processes related by crossing symmetry to the Higgs boson

decay, i.e Higgs boson production and Higgs DIS. In the Higgs production b(p1) + b̄(p2) → h(q) + g(k),

1It is worth to mention that if the massless limit is taken first, x → 1 corresponds the soft-collinear
limit, otherwise only to the soft one.
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we are differential in τ = (p1 + p2)2/q2, which is not related to the virtuality of the propagators. In this

case we find that the limits commute, as expected:

lim
τ→1

lim
ξ→0

1

σ0

dσ

dτ
= lim
ξ→0

lim
τ→1

1

σ0

dσ

dτ
= −2αsCF

π

1 + log ξ

1− τ
+O(ξ0) +O

(
(1− τ)0

)
, (7)

σ0 =

√
2GFm

2βπNC

18s
.

Finally we study the differential distribution dσ
dxB

with xB = −q2

2p1·q for the real emission corrections to the

process b(p1) + h(q) → b(p2) + g(k). Due to the fact that xB is related to the virtuality of one of the

propagator we expect that the limit do not commute. Indeed we find:

lim
xB→1

lim
ξ→0

1

σ̄0

dσ

dxB
= −αsCF

π

[
log ξ

1− xB
+

log(1− xB)

1− xB
+

7

4

1

1− xB
+O(ξ0) +O

(
(1− xB)0

)]
, (8)

lim
ξ→0

lim
xB→1

1

σ̄0

dσ

dxB
= −2αsCF

π

1 + log ξ

1− xB
+ +O(ξ0) +O

(
(1− xB)0

)
,

σ̄0 =
π
√

2GFm
2NCη

−3q2
, η =

√
1 + 4ξ.

3 Soft Resummation in the Massive Scheme

In this section we want to give an explicit expression for the all-order soft resummation of the Higgs decay

rate in a bb̄ pair at NLL accuracy in the massive scheme. Since we look at the differential distribution

over x, we are in class of process with the so called single-particle inclusive kinematics (see 7)). The

main result of 7) is that the resummed expression can be factorized as a product of a soft function

times a hard function times a jet function for every massles particle n the final state. In our case the

resummation formula simplifies considerably there are not massless particles. The resummed result of
7) at NLL, adapted to the process we are considering, reads2

Γ̃(N, ξ) =
(

1 +
αs

π
C(1)(ξ) +O

(
α2

s

))
e
−2
∫ 1
1/N̄

dz
z

[
αs(z2q2)

π γ
(0)
soft(β)+

(
αs(z2q2)

π

)2

γ
(1)
soft(β)+O(α3

s)
]

+O
(

1

N

)
, (9)

with N̄ = NeγE and γsoft the massive soft anomalous dimension. To this logarithmic accuracy we need

the two loops expression of the running coupling, the coefficients γ
(0)
soft, γ

(1)
soft and C(1). The first order soft

anomalous dimension can be obtained from the calculation of one gluon emission in the eikonal limit:

γ
(0)
soft(β) = CF

[
1 + β2

2β
log

(
1 + β

1− β

)
− 1

]
, (10)

2We are not so sure about the argument of the running coupling, since in 7) αs(z
2q2) is used, on the

other hand it seems that in 8) αs(z
2m2) is used.
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while the second order was presented in 8)3:

γ
(1)
soft =

{
K

2
+
CA

2

[
−1

3
log2 1− β

1 + β
+ log

1− β
1 + β

− ζ2
]

+
(1 + β2)

4β
CA

[
Li2

(
(1− β)2

(1 + β)2

)
+

1

3
log2 1− β

1 + β
+ ζ2

]}
γ

(0)
soft(β)

+ CFCA

{
1

2
+

1

2
log

1− β
1 + β

+
1

3
log2 1− β

1 + β
− (1 + β2)2

8β2

[
−Li3

(
(1− β)2

(1 + β)2

)
+ ζ3

]
− (1 + β2)

2β

[
log

1− β
1 + β

log
(1 + β)2

4β
− 1

6
log2 1− β

1 + β
− Li2

(
(1− β)2

(1 + β)2

)]}
, (11)

with K = CA

(
67
18 − ζ2

)
− 5nf

9 . The coefficient C(1) is instead process-dependent, as it receives contri-

butions from both the end-point of the real emission and from the virtual corrections (computed in the

on-shell scheme). Writing the real emission differential decay rate as:

dΓ(R)

dx
=
αsCF

π
Γ

(d)
0

fε

(
x, ξ, q

2

µ2

)
(1− x)1+2ε

, Γ
(d)
0 = Γ0

π
5−d

2

2d−3Γ
(
d−1

2

) ( 4µ2

q2β2

) 4−d
2

, (12)

the coefficient C(1) can be determined using the fact that virtual corrections are proportional to δ(1− x)

and the identity between distributions:

fε

(
x, ξ, q

2

µ2

)
(1− x)1+2ε

= δ(1− x)

[
−f0(1, ξ)

2ε
+ f0(1, ξ) log(1− 2

√
ξ)− 1

2

d

dε
fε

(
1, ξ,

q2

µ2

) ∣∣∣
ε=0

]
+

f0(x, ξ)

(1− x)+
+O(ε) . (13)

Summing up virtual and real contributions we obtain:

C(1)(ξ) =
CF

2

{
− 2

γ
(0)
soft(β)

CF

[
−2 log

(
1−

√
1− β2

)
+ log

m2

q2
+ log

(
1− β2

4

)
+ 1

]
− 2

+ 2L(β)

(
1− β2

β

)
+

1 + β2

β

[
1

2
L(β) log

(
1− β2

4

)
+ 2L(β)(1− log β) + 2Li2

(
1− β
1 + β

)

+ L(β)2 + L(β) log
1− β

2
+

2

3
π2 − 1

2

(
Li2

(
4β

(1 + β)2

)
− Li2

(
−4β

(1− β)2

))]}
, (14)

with L(β) = log
(

1+β
1−β

)
. We note that the non commutativity of the soft and massless limits has conse-

quences for the resummed expression in the massive scheme: In the small ξ limit we find:

αsC
(1)(ξ) = αsCF

(
1

2
log2 ξ + log ξ +O(ξ0)

)
.

We have a double log of the mass in disagreement with DGLAP evolution equation. The problem is that

equation (13) does not hold if we perform the massless limit because in this limit f0(1, ξ) is not defined.

In a certain way we can say that double mass logarithms in the soft limit of the massive calculation

3It is worth to mention that there is a mismatch in the literature between 8) and 9)
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and double threshold logarithms of the massless scheme are connected. A well defined expression in the

massless limit can be obtained rewriting the differential decay rate as:

1

Γ0

dΓ

dx
= δ(1− x) +

αs

π

[
CF

(
f0(x, ξ)

1− x

)
+

+A(ξ) δ(1− x)

]
, (15)

The delta coefficient has an expected behaviour for ξ → 0

A(ξ) = CF
3

2
log ξ +O(ξ0). (16)

4 Conclusions

We have considered observables with different kinematics in processes involving heavy quarks, and in all

processes we have computed NLO corrections taking into account the mass dependence of the square

amplitude. We have underlined that soft and massless do not always commute, in particular in the

massless limit the structure of the distributions can radically change because of the presence of double

logs of N . We have traced back the origin of this particular behaviour to the interplay between the

observable we are computing and the fermionic propagators in the scattering amplitudes. Finally, we

have focused on the massive scheme resummation of the process H → bb̄ in the soft limit (in this case

x → 1 is only the soft limit because we have taken into account all the mass dependence) and we

have found that within this approach double logarithms of the mass may appear, and the origin of this

surprising behaviour can be lead back again to the non commutativity between the large N and small

mass limit.

An interesting phenomenological study, in the context of heavy-quark calculations, would be com-

bine the massive scheme with the massless one where also soft-collinear logarithms are resummed. The

merging of the two becomes far from trivial because of the lack of commutativity of the limits. One

would like to design an all-order matching scheme that takes into account both the different logarithmic

behaviour that arises in the two cases.
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Abstract

Final states in collider experiments are characterized by correlation functions, 〈E(~n1) · · · E(~nk)〉, of the
energy flow operator E(~ni). We show that the top quark imprints itself as a peak in the three-point
correlator at an angle ζ ∼ m2

t/p
2
T , with mt the top quark mass and pT its transverse momentum,

thereby providing access to one of the most important parameters of the Standard Model in one of the
simplest field theoretical observables. Our analysis represents the first step towards a novel precision
top mass determination that is, for the first time, highly insensitive to soft physics and underlying event
contamination whilst remaining directly calculable from the Standard Model Lagrangian.

1 Introduction

The top quark mass plays a central role both in determining the structure of the electroweak vacuum and

in the consistency of precision Standard Model fits. A field theoretic definition of mt, and its relation to

experimental measurements, though, is notoriously subtle 1, 2). At future e+e− colliders, high precision

mt measurements from the threshold lineshape will be possible. At present, the remarkably small quoted

uncertainties on mt from direct extractions at the LHC have been argued to be potentially affected by an

additional O(1 GeV) contribution stemming from the theoretical interpretation of the measured “Monte

Carlo (MC) top mass parameter” (for quantitative estimates, see e.g. refs. 4, 5, 6)). It is thus crucial

and timely to explore kinematic top-mass sensitive observables at the LHC where a direct comparison of

experimental data with accurate first principles theory predictions can be carried out.

Significant progress has been made in this regard from multiple directions. A unique feature of

the LHC is that large numbers of top quarks are produced with enough boosts to decay into single

collimated jets on which jet shapes can be measured. Using Soft Collinear Effective Theory and boosted
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Heavy Quark Effective Theory, factorization theorems have been derived for event shapes measured on

boosted top quarks, enabling these observables to be expressed in terms of mt in a field theoretically

well-defined mass scheme. In this framework, a paradigmatic example is given by the groomed jet mass.

While jet grooming significantly improves the robustness of the observable on which it is applied, the

complicated residual non-perturbative corrections 3) continue to be a limiting factor in achieving a

precision competitive with direct measurements. This motivates the exploration of further mt-sensitive

observables that do not rely on jet grooming.

In recent years, intriguing progress has been made within a program aiming to rethink 7) jet

substructure in terms of correlation functions, 〈E(~n1) · · · E(~nk)〉, of the energy flow E(~n) in a direction

~n 8, 9, 10), motivated also by the original work in QCD 11). These correlators have a number of unique

and remarkable properties. Most importantly for phenomenological applications, correlators are mostly

insensitive to soft radiation without the application of grooming. Additionally they can also be computed

on tracks 7, 12), using the formalism of track functions 13), allowing for higher angular resolution and

pile-up suppression. However, so far these applications have been restricted to massless quark or gluon

jets.

In 14) we have presented the first steps towards a new precision mt measurement based on the

simple idea of exploiting the mass dependence of the characteristic opening angle of the decay products

of the boosted top, ζ ∼ m2
t/p

2
T . The motivation for rephrasing the question in this manner is twofold.

First, this angle can be accessed via low-point correlators, which are field theoretically drastically more

simple than a groomed substructure observable sensitive to ζ. Second, while the jet mass is sensitive to

soft contamination and UE, the angle ζ is not, since it is primarily determined by the hard dynamics of

the top decay. In the following, we will illustrate a numerical proof-of-principles analysis showing that

the three-point correlator in the vicinity of ζ ∼ m2
t/p

2
T provides a simple, but highly sensitive probe of

mt, free of the typical challenges of jet-shape based approaches. Our goal is to provide the motivation to

perform future precision analyses and to find solutions to outstanding theoretical problems concerning

low-point correlators relevant to the top mass determination and novel jet substructure studies.

2 The Three-Point Energy Correlator

There has recently been significant progress in understanding the perturbative structure of correlation

functions of energy flow operators. This includes the landmark analytical calculation of the two-point

correlator at next-to-leading order (NLO) in QCD 15) as well as the first calculation of a three-point

correlator 16) at LO. The idea of using the three-point correlator to study the top quark is a natural one,

and was considered early on in the jet substructure literature 17). However, recent theoretical progress

enables us now to make concrete steps towards a comprehensive program of using energy correlators as

a precision tool for Standard Model measurements 7, 18).

The three-point correlator (EEEC) with generic energy weights is defined as

G(n)(ζ12, ζ23, ζ31) =

∫
dσ M̂(n)(ζ12, ζ23, ζ31) , (1)

with the measurement operator given by

M̂(n)(ζ12, ζ23, ζ31) =
∑
i,j,k

En
i E

n
j E

n
k

Q3n
δ
(
ζ12 − ζ̂ij

)
δ
(
ζ23 − ζ̂ik

)
δ
(
ζ31 − ζ̂jk

)
. (2)

Here ζ̂ij = (1 − cos(θij))/2, with θij the angle between particles i and j, the sum runs over all triplets
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Figure 1: Weighted cross sections from three-point energy correlators using Pythia8. Left panel: The
n = 1, 2 three-point correlators on boosted tops in e+e− annihilations showing a clear peak at ζ ∼
3m2

t/Q
2. All curves are normalized to peak height. Right panel: The n = 1, 2 three-point correlators

on decaying top quarks with a fixed hard pT in proton-proton collisions, with and without MPI. Here a
clear peak can be seen at ζ ≈ 3m2

t/p
2
T,t.

of particles in the jet, and Q denotes the hard scale in the measurement. It is worth stressing that the

EEEC is not an event-by-event observable, but rather is defined as an ensemble average.

We are interested in the limit ζ12, ζ23, ζ31 � 1, such that all directions of energy flow lie within a

single jet. In the case of a conformal field theory (or massless QCD up to the running coupling), the

small-angle limit of the EEEC simplifies due to the rescaling symmetry along the light-like direction

defining the jet. In our case, mt explicitly breaks this rescaling symmetry and appears as a characteristic

scale imprinted in the three-point correlator. While the top quark has a three-body decay at leading

order, higher-order corrections give rise to additional radiation, which is primarily collinear to the decay

products leading to a growth in the distribution at angles ζ̂ij � m2
t/p

2
T . To extract mt, we therefore

focus on the correlator in a specific energy flow configuration sensitive to the hard decay kinematics.

In 14) the simplest configuration is studied, that of an equilateral triangle ζ̂ij = ζ allowing for a small

asymmetry (δζ). Thus the key object of our analysis is the nth energy weighted cross section

dΣ(δζ)

dQdζ
=

∫
dζ12dζ23dζ31

∫
dσM̂(n)

4 (ζ12, ζ23, ζ31, ζ, δζ) , (3)

where the measurement operator M̂(n)
4 is

M̂(n)
4 (ζ12, ζ23, ζ31, ζ, δζ) = M̂(n)(ζ12, ζ23, ζ31)δ(3ζ − ζ12 − ζ23 − ζ31)

∏
l,m,n∈{1,2,3}

Θ(δζ − |ζlm − ζmn|) . (4)

For δζ � ζ,

dΣ

dζ
≈ 4(δζ)2G(n)(ζ, ζ, ζ;mt) , (5)

where we have made the dependence on mt explicit. Three-body kinematics implies that the distribution

is peaked at ζpeak ≈ 3m2
t/Q

2, exhibiting quadratic sensitivity to mt. At the LHC the peak is resilient

to collinear radiation since ln ζpeak < 1/αs, making its properties computable in fixed-order perturbation

theory at the hard scale. In the region ζ < 2δζ the hard three-body kinematics is no longer identified,

leading to a bulge in the distribution, as shown in the Supplemental Material in ref. 14).
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3 Mass Sensitivity in e+e−

To illustrate the mass sensitivity of our observable, we begin with the simplest case of e+e− collisions.

We simulate the e+e− → t+X process at a center of mass energy of Q = 2000 GeV using the Pythia8

parton shower and reconstruct anti-kT jets with R = 1.2. Although jet clustering is not required in e+e−,

this analysis strategy is chosen to achieve maximal similarity with the case of hadron colliders.

In the left panel of Fig. 1 we show the distribution of the three-point correlator in the peak region,

both with and without the effects of hadronization. Agreement of the peak position with the leading-

order expectation is found, showing that the observed behavior is dictated by the hard decay of the top.

In Fig. 1, linear (n = 1) and quadratic (n = 2) energy weightings are used, see Eq. (2). The latter is

not collinear safe, but the collinear IR-divergences can be absorbed into moments of the fragmentation

functions or track functions.

Crucially, non-perturbative effects in energy correlators are governed by an additive underlying

power law 19, 9) , which over the width of the peak has a minimal effect on the normalized distribution.

This is confirmed by the small differences in peak position between parton and hadron level distributions

in Fig. 1. Taking mt = 170, 172 GeV with n = 2 as representative distributions, we find that the shift due

to hadronization corresponds to a ∆mHad.
t ∼ 250 MeV shift in mt. This is in contrast with the groomed

jet mass case where hadronization causes peak shifts equivalent to ∆mHad.
t ∼ 1 GeV 20).

4 Hadron Colliders

We now extend our discussion to the more challenging case of proton-proton collisions. This study illus-

trates the difference between energy correlators and standard jet shape observables, and also emphasizes

the irreducible difficulties of jet substructure at hadron colliders.

At variance with the case of e+e− annihilations, the hadronic final states in proton-proton collisions

on which the energy correlators are computed are necessarily defined through a measurement, e.g. by

selecting anti-kT jets with a specific pT,jet. Due to the insensitivity of the energy correlators to soft

radiation, it is in fact the non-perturbative effects on the jet pT selection that are the only source of

complications in a hadron collider environment 14). This represents a significant advantage of our

approach, since it shifts the standard problem of characterizing non-perturbative corrections to infrared

jet shape observables, to characterizing non-perturbative effects on a hard scale. This enables us to

propose a methodology for the precise extraction of mt in hadron collisions by independently measuring

the universal non-perturbative effects on the pT,jet spectrum. We now illustrate the key features of this

approach.

The three-point correlator in hadron collisions is defined as

M̂(n)
(pp)(ζ12, ζ23, ζ31) =

∑
i,j,k∈ jet

(pT,i)
n(pT,j)

n(pT,k)n

(pT,jet)3n
δ
(
ζ12 − ζ̂(pp)ij

)
δ
(
ζ23 − ζ̂(pp)ik

)
δ
(
ζ31 − ζ̂(pp)jk

)
, (6)

where ζ̂
(pp)
ij = ∆R2

ij =
√

∆η2ij + ∆φ2ij , with η, φ the standard rapidity, azimuth coordinates.

The peak of the EEEC distribution is determined by the hard kinematics and is found at ζ
(pp)
peak ≈

3m2
t/p

2
T,t, where pT,t is the hard top pT , not pT,jet.

To clearly illustrate the distinction between the infrared measurement of the EEEC and the hard

measurement of the pT,jet spectrum, we present a two-step analysis using data generated in Pythia8 14).

First, we generated hard top quark states with definite momentum (like in e+e−), but in the more

complicated LHC environment including the underlying event (UE). This is shown in the right panel of

63



Fig. 1, where we see a clear peak that is completely independent of the presence of MPI (the Pythia8

model for UE), which illustrates that the correlators themselves, on a perfectly characterized top quark

state, are insensitive to soft radiation without grooming.

In ref. 14) a proof-of-principles analysis was performed to illustrate that a characterization of non-

perturbative corrections to the pT,jet spectrum allows us to extract mt, with small uncertainties from

non-perturbative physics. To extract a value of mt, we write the peak position as

ζ
(pp)
peak =

3Fpert(mt, pT,jet, αs, R)

(pT,jet + ∆NP(R) + ∆MPI(R))
2 , (7)

where Fpert incorporates the effects of perturbative radiation. At leading order, Fpert = m2
t . Corrections

from hadronization and MPI are encoded through the shifts ∆NP(R) and ∆MPI(R). Crucially, in the

factorization limit that we consider, these are not a property of the EEEC observable, but can instead

be extracted directly from the non-perturbative corrections to the jet pT spectrum 21). This is a unique

feature of our approach.

The next step would be to calculate Fpert at NLO in perturbative QCD within a well-defined short-

distance top mass scheme (such as the MSR 22)) and use the result to extract mt according to the

procedure described below. However, since the computation of Fpert has not been performed yet, in

order to illustrate the feasibility of our approach, we have used Pythia8 (including hadronization and

MPI) to extract ζ
(pp)
peak as a function of pT,jet, over an energy range within the expected reach of the high

luminosity LHC. As a proxy for the perturbative calculation, we used parton-level simulations to extract

Fpert. To the accuracy we are working, Fpert is independent of the jet pT , and can just be viewed as

an effective top mass
√
Fpert(mt). We also extract ∆NP(R) + ∆MPI(R) independently from the pT,jet

spectrum.

Using Eq. (7) we fit ζ
(pp)
peak as a function of pT,jet for an effective value of Fpert(mt). With a perfect

characterization of the non-perturbative corrections to the EEEC observable, the value of Fpert(mt)

extracted when hadronization and MPI are included should exactly match its extraction at parton level.

This would lead to complete control over mt. In Table 1 we show the extracted value of Fpert(mt) from

our parton level fit, and from our hadron+MPI level fit for two values of the Pythia8 mt. The errors

quoted are the statistical errors on the parton shower analysis. The Hadron+MPI fit is quoted with

two errors: the first originates from the statistical error on the EEEC measurement, the second stems

from the statistical error on the determination of ∆NP(R) + ∆MPI(R) from the pT,jet spectrum. A more

detailed discussion of this procedure can be found in the Supplemental Material in 14). Thus we find

promising evidence that theoretical control of mt, with conservative errors . 1GeV, is possible with an

EEEC-based measurement. We stress that systematically improvable calculations of Fpert(mt) within

our approach are made feasible by a factorization formula for the weighted cross section discussed in

ref. 14). Theory errors are contingent upon currently unavailable NLO computations, see the discussion

in 14). However, we expect observable-dependent NLO theory errors on mt to be better than those in

other inclusive measurements wherein in the dominant theory errors are from PDFs+αs
23, 24) and

which mostly affect the normalization of the observable. By contrast the EEEC is also inclusive but the

extracted mt is only sensitive to the observable’s shape.

Our promising results motivate developing a deeper theoretical understanding of the three-point

correlator of boosted tops in the hadron collider environment. Nevertheless, there remain many areas in

which our methodology could be improved to achieve greater statistical power and bring it closer to exper-

imental reality. These include the optimization of δζ, the binning of pT,jet and ζ(pp), and including other

shapes on the EEEC correlator. Regardless, our analysis does demonstrate the observable’s potential for
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Pythia8 mt Parton
√
Fpert Hadron + MPI

√
Fpert

172 GeV 172.6± 0.3 GeV 172.3± 0.2± 0.4 GeV
173 GeV 173.5± 0.3 GeV 173.6± 0.2± 0.4 GeV
175 GeV 175.5± 0.4 GeV 175.1± 0.3± 0.4 GeV
173− 172 0.9± 0.4 GeV 1.3± 0.6 GeV
175− 172 2.9± 0.5 GeV 2.8± 0.6 GeV

Table 1: The effective parameter Fpert(mt) extracted at parton level, and hadron+MPI level. The consis-
tency of the two simulations provides a measure of our uncertainty due to uncontrolled non-perturbative
corrections. Statistical errors are shown.

a precision mt extraction when measured on a sufficiently large sample of boosted tops. We are optimistic

that such a sample will be accessible at the HL-LHC where it is forecast that ∼ 107 boosted top events

with pT > 500 GeV will be measured 25). Our results support the possibility of achieving complete

theoretical control over an observable with top mass sensitivity competitive with direct measurements

whilst avoiding the ambiguities associated with the usage of MC event generators.
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Abstract

In this contribution we report on the recent calculation of QCD non-factorisable corrections to t-channel
single-top production and stress the importance of these corrections in the light of increasing the accuracy
of theoretical predictions for this process. We present results for the total cross section and for selected
observables relevant for proton-proton collisions at the LHC and the FCC.

TTP23-006, P3H-23-011

1 Introduction

The large mass and the strong coupling with the Higgs boson makes the top quark a favorite candidate

to improve our understanding of the Standard Model, and possibly reveal heavy new physics. A large

fraction of the top quarks produced at the LHC emerges from electroweak interactions, via the so-called

t-channel single-top production. Predictions for this process can be used, for instance, to constrain the

CKM matrix element Vbt, and probe possible anomalous couplings in the tWb vertex. QCD corrections

to t-channel single-top production are known up to next-to-next-to-leading order (NNLO) in the factoris-

able approximation 1, 2, 3, 4), namely neglecting the crosstalk between different quark lines (see the

left panel of Fig.1 for an example of a Feynman diagram contributing to the factorisable corrections).

Factorisable corrections are found to be considerably small and only impact the cross section at O(1%).

Given the current level of the theory precision, it is useful to go beyond this approximation, and compute

the non-factorisable corrections (see the right panel of Fig.1 for an example of Feynman diagram). This

contribution vanishes at NLO, due to colour conservation, and it is colour suppressed at NNLO by a

factor N2
c − 1 = 8 with respect to the factorisable corrections. However, it has been recently argued
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Table 1: Comparison of the poles of the two-loop amplitude with the ones predicted using Catani’s operator
for s ∼ 104.337 GeV2 and t ∼ −5179.68 GeV2.

ε−2 ε−1

〈A(0)|A(2)
nf 〉 −229.0940408654660− 8.978163333241640i −301.1802988944764− 264.1773596529505i

Catani −229.0940408654665− 8.978163333241973i −301.1802988944791− 264.1773596529535i

that an enhancement factor π2, due to the Glauber phase, may enhance non-factorisable corrections and

compensate for the colour suppression. This effect was explicitly proven to occur in the calculation of

non-factorisable corrections to the vector boson fusion in the eikonal approximation 5).

In this document we summarise the results obtained for the non-factorisable corrections to t-channel

single-top production 6, 7, 8) and discuss their relevance for 13 TeV and 100 TeV proton-proton colli-

sions.

u d

b t

W

u d

b t

W

Figure 1: Left panel: example of Feynman diagram contributing to factorisable corrections. Right panel:
example of diagram contributing to non-factorisable corrections. Massless quarks are indicated with thin
black line, while the massive top-quark is depicted with a blue solid line.

2 Ingredients of the calculation

One crucial ingredient for the calculation is the double-virtual correction. In this regard, the most

challenging part is the evaluation of the two-loop amplitude associated to non-factorisable diagrams as

in the right panel of Fig. 1. The double-virtual amplitude is obtained numerically through the auxiliary

mass flow method 10, 11). We refer the reader to Ref. 6) for further details. Here we emphasise that

the reduction of the amplitude is done analytically, retaining the full dependence on the kinematic scales

s, t, mW and mt. The evaluation of the master integrals can be performed to any desired accuracy within

a modest computing time (for a typical phase space point, 20 digits accuracy can be reached in about 30

minutes on a single core). In Tab. 2, we present the poles obtained for the two-loop amplitude compared

to those predicted by Catani’s operator 9). The match between the two values degrades by only one

digit per ε-order, starting with an agreement of 15 digits at ε−2. We then expect a 13 digits accuracy

for the finite part. To evaluate the cross section, we prepare a grid optimised for the Born cross section.

We extract 10 independent sets of 104 points from this grid and evaluate the amplitude for each of these

points. The resulting accuracy can be estimated to be O(2%).

A further non-trivial element of the calculation is the evaluation of real-virtual amplitudes, and of

the corresponding cross-section level contribution. The challenge is related to the presence of numerous

mass scales and to the necessity of having stable results also in kinematic regions where the extra radiation

becomes unresolved. We note that working with unticommuting γ5 in d dimensions, we can calculate
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form factors treating the weak current as a pure vector current, while fixing the external massless quarks

to be left-handed. To treat the form factors we manage to express the real-virtual amplitude in terms of

scalar box, triangle and bubble integrals. To improve the numerical stability of the amplitude, we switch

to a basis of finite box integrals, restricting the divergent part to triangle integrals only, whose coefficients

either become independent of the dimensional regulator ε or simply vanish.

The last contribution is the tree-level, double-real correction, which involves the emission of two,

potentially unresolved, gluons that connect the massive and the massless quark lines. Real emission

contributions are known to develop soft and collinear (IR) singularities and therefore cannot be evaluated

directly (see for instance Ref. 12) for a recent review on the topic). In our analysis we exploit the nested

soft-collinear subtraction scheme 13) to handle this issue and obtain fully differential results. For the

process at hand, only soft singularities can affect real-radiation amplitudes, and they are only related to

independent emissions, namely to Abelian-like interactions. This observation simplifies remarkably the

subtraction procedure, which indeed requires a limited number of counterterms. When integrating over

the energies and emission angles of unresolved partons, the IR singularities encoded in the counterterms

turn into poles in ε, which cancel against those stemming from virtual and real-virtual corrections. A small

complication arises from having massive emitters. However, phase space integration can be performed

analytically and returns compact results.

3 Phenomenology at the LHC and at the FCC

We consider proton-proton collisions at 13 TeV and at 100 TeV. We use the CT14 set for parton distribution

functions (PDF) and the strong coupling constant. We match the perturbative order of the cross section

to that of the PDF set, and use the following input parameters: v = 246.2 GeV, mW = 80.379 GeV, and

mt = 173.0 GeV.

We first present the integrated cross section at a fixed factorisation scale µF = mt at 13 TeV

σpp→X+t

1 pb
= 117.96 + 0.26

(
αs(µR)

0.108

)2

. (1)

We stress that non-factorisable corrections arise for the first time at NNLO, and therefore there is not

a clear indication of an optimal choice of renormalisation scale. From Eq.1, it is clear that changing

the value of µR can substantially modify the impact of these corrections. For instance, considering the

renormalisation scale µR = mt, the non-factorisable corrections amount to about 0.2% of the LO cross

section. If instead we set µR to the typical transverse momentum of the top quark, µR = 40 GeV, non-

factorisable corrections reach 0.35% of the LO cross section. Although tiny, non-factorisable corrections

are quite comparable to the NNLO factorisable corrections to the NLO cross section. The latter were

computed to be about −0.7% for similar choices of scales and parton distribution functions (see Table 7

in Ref. 4)).1 To further analyse the effects of different scale choices, in Tab. 3 we report the LO cross

section and the corresponding non-factorisable corrections for different values of the minimal top-quark

transverse momentum (pt,cut⊥ ). We fixed µF = mt and vary the renormalisation scale. For µR = mt we

also include scale variations corresponding to µR/2 and 2µR. We notice that, while the LO cross section

decreases by O(11%) if the pt⊥ cut increases from 0 to 60 GeV, the non-factorisable contribution to the

cross section increases by O(8%), both for µR = mt and µR = 40 GeV.

1Computations in Ref. 4) were performed for proton-proton collisions at 14 TeV.
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Table 2: Dependence of the LO cross section and the non-factorisable corrections on the transverse
momentum of the top quark for different values of the renormalisation scale, at µF = mt. For each scale
choice, we report the relative impact, δNNLO, of the non-factorisable contributions with respect to the LO

cross section. See Ref. 7) and the text for further details.

µR = mt µR = 40 GeV

pt,cut⊥ σLO (pb) σnf
NNLO (pb) δNNLO [%] σnf

NNLO (pb) δNNLO [%]

0 GeV 118.01 0.26−0.04+0.06 0.22−0.04+0.05 0.40 0.34
20 GeV 115.09 0.26−0.04+0.06 0.23−0.04+0.05 0.41 0.36
40 GeV 109.56 0.27−0.05+0.06 0.25−0.04+0.06 0.43 0.39
60 GeV 104.63 0.28−0.05+0.06 0.26−0.04+0.06 0.43 0.41

Table 3: Dependence of the LO cross section and the non-factorisable corrections on the transverse
momentum of the top quark for different values of the renormalisation scale, at µF = mt and

√
S= 100

TeV. Similarly to Tab. 3, for each scale choice we report the relative impact, δNNLO, of the non-factorisable

contributions with respect to the LO cross section. See Ref. 8) and the text for further details.

µR = mt µR = 40 GeV

pt,cut⊥ σLO (pb) σnf
NNLO (pb) δNNLO [%] σnf

NNLO (pb) δNNLO [%]

0 GeV 2367.02 3.79−0.63+0.84 0.16−0.03+0.04 5.95 0.25
20 GeV 2317.03 3.89−0.64+0.86 0.17−0.03+0.04 6.11 0.26
40 GeV 2216.61 4.14−0.69+0.92 0.19−0.03+0.04 6.50 0.29
60 GeV 2121.88 4.28−0.71+0.95 0.20−0.03+0.04 6.71 0.32

We now present the results for the integrated cross-section at 100 TeV

σpp→X+t

1 pb
= 2367.0 + 3.8

(
αs(µR)

0.108

)2

. (2)

For a renormalisation scale µR = mt, the NNLO corrections amount to 0.16%, and increase to 0.25%

for µR = 40 GeV. In order to compare the two energy regimes, 13 and 100 TeV, we repeat the analysis

presented in the previous paragraph and report in Tab. 3 the impact of imposing different cuts on the

top-quark transverse momentum and varying the renormalisation scale. We notice that, for a center-

of-mass energy of 100 TeV, the LO cross-section manifests a relative decrease of O(10%) when setting

pt,cut⊥ = 60 GeV. This behaviour is comparable with the one observed at 13 TeV. On the other hand, non-

factorisable corrections increase by a slightly larger amount with respect to the 13 TeV result: O(13%)

for both µR = mt and µR = 40 GeV.

We then consider differential distributions, and study the the impact of the non-factorisable correc-

tions on the top-quark transverse momentum. In Fig. 2 we plot with a blue solid line the LO contribution,

with a red dashed line the non-factorisable corrections at µ ≡ µF = µR = mt (the corresponding scale

variation is denoted by the striped region), and with a green dashed line the non-factorisable corrections

at µ = 40 GeV. We notice from Fig. 2 that for both
√
S = 13 TeV and

√
S = 100 TeV, the non-factorisable

corrections are pt⊥-dependent and manifest a similar shape. For instance, they are relatively small and

negative at low values of the transverse momentum. This behaviour is compatible with the one of the
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Figure 2: Top quark transverse momentum distribution for
√
S = 13 TeV (left panel) and

√
S = 100 TeV

(right panel). The blue solid line represents the Born cross section. The red dashed line corresponds to
the non-factorisable corrections at µ ≡ µF = µR = mt. The striped region denotes the scale variation
band. We also present with a green dotted line the pt⊥ distribution at µ = 40 GeV.

double-virtual correction, presented in Ref. 6), which we expect to be kinematically favoured at low pt⊥.

In contrast, we observe that the sign of the corrections changes at different values of pt⊥ depending on√
S: around 70 GeV for

√
S = 100 TeV and around 50 GeV for

√
S = 13 TeV.

We turn to the analysis of jet observables and focus on the transverse momentum distribution of

the leading jet. To define jets we use the k⊥-algorithm 14) and require them to have transverse momenta

larger than 30 GeV and a radius of R = 0.4. From Fig. 3 we observe that the corrections to the leading-jet
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Figure 3: Leading jet transverse momentum distribution for
√
S = 13 TeV (left panel) and

√
S = 100

TeV (right panel).See the caption of Fig. 2 for details about the colors code.

transverse momentum are negative for pjet⊥ smaller than ∼ 50 GeV and reach about 1% at pjet⊥ ∼ 140

GeV for
√
S = 13 TeV. In contrast, at

√
S =100 TeV the corrections change sign around 70 GeV and

reach 0.7% at pjet⊥ ∼ 140 GeV.
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4 Conclusions

In this manuscript, we have reported on the recent calculation of non-factorisable corrections to the t-

channel single-top production. This contribution was previously neglected by invoking its color suppres-

sion with respect to factorisable corrections, known since many years. The present calculation completes

the estimate of NNLO corrections to the t-channel single-top production, and proves that the methods

used to overcome the technical challenges are sufficiently robust to produce phenomenologically relevant

results. We have investigated the impact of non-factorisable corrections on the inclusive cross section and

on a number of kinematic distributions, for proton-proton collisions at 13 and 100 TeV. For collisions at

13 TeV, we have shown that non-factorisable contributions can become quite comparable to the factoris-

able ones in selected regions of the phase space. At 100 TeV, a direct comparison is not yet available due

to the lack of results for the factorisable component. Such comparison would be beneficial for a deeper

understanding of the relative importance of the two classes of corrections, encouraging similar analysis

for different processes.
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Abstract

Entanglement is a very powerful tool to explore properties of quantum states and their evolution. In this
work, the spin entanglement in top pair production is explored within the framework of the Standard
Model Effective Field Theory (SMEFT). In particular, we explore two regions of the phase space where
the Standard Model produces maximally entangled states: the high-energy limit and at production
threshold. We study the pattern in the qq̄, gg and the pp initiated channels. In general, we have observed
that higher-dimensional operators lower the entanglement produced purely by the Standard Model.

1 Introduction

In a recent work 1), the authors have explored the spin-entanglement of a top pair produced by Standard

Model (SM) interactions at the Large Hadron Collider (LHC). Top quarks have two main advantages

compared to other particles: they decay faster than their hadronization scale and therefore their spin in-

formation is directly transmitted to the decay products and they can be characterized by a simple bipartite

qubit system. Since this work, many other studies have appear on top spin-entanglement 10, 11, 12, 13)

but also on other SM process such as photon pairs, ττ , and diboson 12, 14, 15, 16, 17, 18)

The authors also proposed an experimental strategy to detect entanglement based on measuring the

differential cross-section with respect to the decay products’ angle, in particular the angular separation

of the charged leptons of each top. Furthermore, they have shown that there are two regions in the

phase-space of maximal entanglement : for very high-energies ŝ → ∞ and θ = π/2 and at threshold

ŝ = 2mt. In these regions, the quantum state of the top pair is a triplet and singlet, respectively.

In this study 2), with the final goal of studying the underlying theory of the SM, we use the SMEFT

framework to explore two main questions:
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• Are the Standard Model maximally-entangled regions affected by the SMEFT?

• Can the SMEFT induce new different maximally-entangled regions in the phase-space?

2 Top pair spin correlations

The study of the entanglement in spin-space is given in terms of the spin correlation matrix, also called

the R-matrix

RIη1η2,ζ1ζ2 =
1

NaNb

∑
colors
spins

M∗η2ζ2Mη1ζ2 with Mηζ ≡ 〈t(k1, η)t̄(k2, ζ)|T |a(p1)b(p2)〉 (1)

where T is the transition matrix and I = ab denotes the possible initial state, i.e I = qq̄, gg at leading-

order and Na,b represents the number of degrees of freedom in the initial states a and b. This matrix can

be rewritten using the Fano decomposition 3)

R = Ã12 ⊗ 12 + B̃+
i σ

i ⊗ 12 + B̃−i 12 ⊗ σi + C̃ijσ
i ⊗ σj , (2)

where the summations over repeated indices are implicit and the first coefficient Ã is related to the cross-

section. This matrix has to be properly normalized by taking ρ = R/tr(R), which can be decomposed

using the same Fano decomposition, in terms of Pauli matrices. The normalized coefficients are given by

B±i = B̃±i /Ã and Cij = C̃ij/Ã.

The RI matrix for a given state is not representative of the initial state at the LHC in proton-proton

collisions, where at leading-order, the gg- and qq̄-initiated channels contribute non-interfering. Hence,

the initial quantum state is mixed and it is given by the weighted sum of both channels: R(ŝ,k) =∑
I L

I(ŝ)RI(ŝ,k), where LI(ŝ) are the luminosity functions for each channel given in 4).

Once each matrix is obtained, we further calculate these coefficients in the so-called helicity basis,

which consists of a centre-of-mass orthonormal frame:

{k,n, r} : r =
p− zk√
1− z2

, n = k × r (3)

where p and k are unit vectors along the beam axis and the top direction with z ≡ k · p. In this basis,

the entanglement measure becomes very simple, as we are going to see in the following. But before,

note that the spin density matrix, at LO in QCD, simplifies due to: invariance under CP, which implies

symmetric Cij and B+
i = B−i ; non-zero Ckn, Crn and B±n are only non-vanishing at one-loop; and, finally,

B±k = B±r = 0, since interactions are P-even. For SMEFT, the two first statements still holds since we

focus on CP even operators.

3 Entanglement in the SM(EFT)

For the most general bipartite quantum state acting on the Hilbert space Hab = Ha ⊗ Hb, if the state

can be written as a convex combination of product states pab =
∑
k pkρ

k
a ⊗ ρkb, the state is separable.

If the state cannot be taken to this form, we say the state is entangled. However, it is more practical

to use entanglement measures to quantify it. We have used the concurrence 5) and the Peres-Horodecki

Criterion (PHC) 6, 7). For the LO-QCD density matrix in the helicity basis, the PHC implies

∆[ρ] ≡ −Cnn + |Ckk + Crr| − 1 > 0 (4)

as a sufficient condition for entanglement. For the SM, at LO-QCD, the condition ∆ > 0 is a necessary

condition and the concurrence can be written in a simple form as C[ρ] = max(∆/2, 0). For higher orders

in SMEFT, the explicit analytical results can be found in App. C of 2).
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Figure 1: SM contribution for the concurrence
in the qq̄- (bottom right) and gg-initiated (bot-
tom left) channels, as well as in the full pp col-
lision (top).

We first start with the SM, in particular the LO-

QCD. For this case, we have reproduced the results

from 1), which gives the plots in Fig. 1. For the gg-

channel, we have two regions of maximal entanglement,

at threshold β = 0, regardless of z = cos θ, and at high-

energy (β = 1) and cos θ = 0. These produced quantum

states are Bell states, where the former is given by a sin-

glet and the latter by a triplet:

ρSM
gg (0, z) = |Ψ−〉n〈Ψ−|n, ρSM

gg (1, 0) = |Ψ+〉n〈Ψ+|n,
(5)

while for the qq̄-channel we only have one maximally

entangled state at high energies

ρSM
qq̄ (1, 0) = |Ψ+〉n〈Ψ+|n, (6)

and it is entangled across all the phase-space expected

at threshold, which is separable. Given these conclu-

sions for the SM, we would like to answer the questions

raised in the introduction for Fig. 1 and the maximally entangled quantum states. The SMEFT La-

grangian is formulated as

LSMEFT = LSM +
1

Λ2

∑
i

ciOi + · · · (7)

where we work only with CP -even operators at dimension six. The relevant operators for our analysis

are 8)

OG = gsf
ABCGA,µν GB,νρ GC,ρµ , OϕG =

(
ϕ†ϕ− v2

2

)
GµνA GAµν , OtG = gs(Q̄σ

µνTA t)ϕ̃GAµν + h.c. , (8)

where ϕ is the Higgs doublet, as well as the color-octet and -singlet four-fermion operators

O(8,1)
Qq = (Q̄LγµT

aQL)(q̄Lγ
µT aqL) , O(8,3)

Qq = (Q̄LγµT
aσAQL)(q̄Lγ

µT aσAqL) , (9)

O(8)
tu = (t̄RγµT

atR)(ūRγ
µT auR) , O(8)

td = (t̄RγµT
atR)(d̄Rγ

µT adR) , (10)

O(8)
Qu = (Q̄LγµT

aQL)(ūRγ
µT auR) , O(8)

Qd = (Q̄LγµT
aQL)(d̄Rγ

µT adR) , (11)

O(8)
tq = (t̄RγµT

atR)(q̄Lγ
µT aqL) , (12)

with the corresponding singlet operators given by the same expressions but without the SU(3) generators

T a. Here, QL and qL denote heavy and light left-handed quark doublets, respectively, and uR and dR
are the right-handed light quarks.

To understand its effect, we come back to the R-matrix, expanding the SM and the EFT part and

normalizing it as

ρ =
RSM +REFT

tr(RSM) + tr(REFT)
(13)

As stated before, the new density matrix can be written in terms of the Fano decomposition and all the

explicit SMEFT contribution to these terms can be found in the Appendix A of the original paper 2).
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Figure 2: Relative contributions of the linear
(left) and quadratic (right) effects of the chro-
momagnetic operator for ctG/Λ

2 = 0.1 TeV−2

to the PHC entanglement marker ∆.

Since the R-matrix includes a product of two scatter-

ing amplitudes expanded in Λ−2, we will consider two

types of terms: linear O(Λ−2) and quadratic O(Λ−4).

To examine these contributions, we will consider the en-

tanglement marker ∆ at the desired order compared to

the SM marker ∆0. Hence, for the linear order we define

∆1 ≡ ∆ − ∆0 where ∆ is calculated with the ρ up to

linear order. Similarly, we define ∆2 ≡ ∆− (∆0 + ∆1)

where ρ now also includes the squared contributions.

In Figure 2, we show an example plot for these

markers. In particular, we show ∆1/∆0 and ∆2/∆0 for

the operator OtG with the value of the Wilson coeffi-

cient given by ctG = 0.1TeV−2. In general, for the gg-

channel, three operators contribute OtG, OG and OϕG.

At threshold, all the linear interference effects vanish

and the SMEFT does not affect the maximally entan-

gled points induced by the SM, which is not generally

true across the phase-space. At quadratic order, the

story is different and although the operator OϕG has a

vanishing contribution, OG and OtG induce an entan-

glement decrease across the phase space and especially

at the SM maximal points. For the latter, this can be

seen in Figure 2 by the orange regions. In the qq̄ initi-

ated channel we have a similar pattern in the sense that

there are no contributions to the marker ∆ at threshold

(both linear and quadratic) whereas at high energies, both effects may modify the level of entanglement

around the SM point of maximal entanglement. In this region, the quadratic contribution of the latter

always decreases the concurrence at high pT and the linear one depends on the sign of the respective

Wilson coefficient. The threshold quantum states are then modified to

ρEFT
gg (0, z) = pgg|Ψ+〉p〈Ψ+|p + (1− pgg)|Ψ−〉p〈Ψ−|p, (14)

ρEFT
qq̄ (0, z) = pqq̄| ↑↑〉p〈↑↑ |p + (1− pqq̄)| ↓↓〉p〈↓↓ |p (15)

where pgg = 72m2
t (3
√

2mtcG + vctG)2/7Λ4 and pqq̄ = 1
2 − 4c

(8),u
V A /Λ2 + O(1/Λ4). For the gg-initiated,

SMEFT induces a triple state at quadratic order while for qq̄ the eigenvalues of the matrix are affected.

For the high-pT region, the analysis is more subtle since we cannot reach β → 1, where the EFT validity

breaks down. However, for high enough energies and below the cut-off scale, the quadratic contribution

again decreases the entanglement while the linear one depends on the Wilson coefficient sign.

4 Conclusion

In this work, we have explored the possibility of quantum observables, such as entanglement, to assess

the impact of new physics effects in high-energy interactions. Two main entanglement measures were

used, PHC and concurrence, to explore how the linear and quadratic SMEFT effects change the SM

maximal entanglement. Overall, we have observed that linear higher-dimensional effects tend to vanish
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in the threshold maximal entanglement point whereas quadratic terms lower the entanglement predicted

in the Standard Model across the phase space.

Our study opens a number of questions worth being investigated such as higher-order in the EFT

and loop expansion as well as other decay channels. The top pair production in SMEFT next-to-leading

order in QCD accuracy was explored in 9), where the inclusion of higher-orders do not dramatically

change the LO results but give notable numerical differences.
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Abstract

This paper reports on theoretical advances relevant for the indirect detection of TeV-scale Weakly Inter-
acting Massive Particles (WIMPs) as dark matter. Our focus is on the resummation of large electroweak
corrections in the endpoint spectrum of gamma rays from WIMP annihilations in the Milky Way, using
non-relativistic soft collinear effective field theories. Our results are evaluated in the context of the “wino”
and “higgsino” models, achieving next-to-leading-prime accuracy. We also introduce DMγSpec, a tool that
generates theoretical indirect detection templates for these models, making them readily available for use
in gamma-ray telescope analyses.

1 Introduction

Our Universe consists mostly of dark matter - five times more than baryonic matter (stars, etc.) 1).

Despite its abundance, the true nature of dark matter remains unknown. Uncovering its identity is thus

a priority area of research in theoretical physics.

The WIMP scenario is an attractive framework that links, rather naturally, the dark matter (DM)

problem to the need to extend the Standard Model (SM) of particle physics. WIMPs, which stands for

weakly interacting massive particles, decoupled from the primordial plasma at a certain time after being

in thermal equilibrium with it. In this hypothesis the observed amount of DM in the Universe depends

on the rate of annihilation of these particles, which typically have the same strength as the electroweak

interactions. For recent reviews refer to e. g. 2, 3).

The theory space for these wimps is admitely very large, but some predictive scenarios exist. For

example, if the DM field is part of an electroweak (EW) multiplet that is electrically neutral after the

EW symmetry is broken, large masses of O(TeV) are predicted in this setup 4, 5). In particular, the

79



minimal supersymmetric standard model (MSSM) contains fermionic (spin-1/2) EW multiplets that

can mix, resulting in the Lightest Supersymmetric (Neutralino) particle (LSP) being a good WIMP

DM candidate 6). Generic neutralinos consist of one Majorana EW triplet (wino), one Dirac doublet

(higgsino), and one Majorana singlet (bino). We examine here cases where the mixing is suppressed and

the neutralino is mostly wino or higgsino. This is the standard situation in (mini-)split supersymmetric

scenarios, e. g. 7, 8).

Detecting heavy DM particles directly or through collider experiments is challenging. However,

it may be possible to detect indirect signals, like those from cosmic gamma-ray observations, in the

near future 9). Large quantum effects resulting from the big hierarchies between the DM mass and the

masses of the EW gauge bosons and the non-relativistic speeds of DM particles in nearby galaxies, could

significantly enhance the DM-induced signals sought by indirect-detection experiments 10, 11).

In this work, we focus on how the aforementioned quantum effects can be accounted for in a

systematic way using a suitable effective field theory (EFT). Our focus is on the endpoint of the gamma-

ray spectrum, characterized by a prominent line-like bump detectable with current and next-generation

telescopes. In particular, we account for the effect of the otherwise negligible emissions of collinear and soft

gauge bosons at the endpoint, which in this case play a very important role. Lastly, we introduce DMγSpec,

a python library to calculate resummed gamma-ray annihilation cross sections for wino/higgsino.

This review is organized as follows: Section 2 covers the basic aspects of the computation of gamma-

ray fluxes; Section 3 outlines the EFTs pertinent to this work (NREFT and SCET); Section 4 presents

the numerical results; after which we summarize our findings in the conclusions.

2 Phenomenology

Very high energy (VHE) gamma rays from nearby sources, e. g. satellite dwarf galaxies or the Miky-Way

halo, can pass through the interstellar medium unimpeded. Therefore, the differential flux (number of

photons of energy between E and E + dE per unit time and area) in a small cone centered in the n̂

direction, with a solid angle dΩn̂ is given by

dΦγ(E) = dE dΩn̂

∫

l.o.s.

ds q(n̂s) , (1)

where q(n̂s) is the source function and is given by

q(n̂s) =
1

8πm2
χ

ρ2
DM(r(sn̂))

d〈σv〉
dE

. (2)

In this formula, mχ is the mass of the DM particle, ρDM(r) its density, 〈σv〉 its velocity-averaged

χχ→ γ +X annihilation cross section and X is any combination of particles associated with the annihi-

lation process. For a review see e. g. 12). Assuming a velocity distribution of ∼ δ(3)(v), the differential

flux can be expressed as the product of an astrophysical “J” factor and the differential annihilation

cross-section, with 〈σv〉 ' lim
v→0

σv. For a given observed angular region ∆Ω, this J-factor is defined as

Jn̂(∆Ω) =

∫

∆Ω

dΩn̂

∫

l.o.s.

dsρ2
DM(r(sn̂)) , (3)

Regarding the annihilation process, energy-momentum conservation dictates that the gamma-ray

spectrum has a sharp cutopff at1 E = mχ. In the idealized case, with e.g. infinite energy-resolution

1We use natural units.
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detectors, this would appear as a γγ line with no width. However, the finite energy resolution of the

instrument will cause smearing of this signal. To properly address this, we must consider the more generic

annihilation process χχ → γ + X, where X denotes all possible unobserved particles with an invariant

mass mX = 2mχ

√
1− E/mχ ≡ 2mχ

√
1− x constrained by the instrument’s energy resolution.

3 Non-relativistic and soft collinear effective field theories for DM

In order to gain insight into the complexity of the computation of gamma-ray spectra from TeV-scale

DM, consider the fixed-order χχ→ γγ amplitude

χ0 γ

χ0

χ−
γ

W±

Figure 1: Illustrative Feynman diagram occurring in the χχ→ γγ amplitude computation

The Feynman diagram shown above (Fig. 1) has several features that merit special attention. First,

due to the fact that the DM is non-relativistic2, the W -boson t-channel exchange depicted in the figure

yields a very large ∼ α2
2 mχ/mW contribution that invalidates the perturbative expansion. The leading

order computation is thus insufficient and the effects of an infinite number of Feynman diagrams has to be

included. We thus employ EFT methods to identify and resum large terms that would otherwise invalidate

the perturbative expansion. More concretely, in the context of non-relativistic EFTs (NREFT) large terms

of O(αn2m
n
χ/m

n
W ) that occur in certain n-loop diagrams (n = 1, 2, . . .) can be resummed by solving a

Schrödinger equation with static Yukawa potentials 10, 11, 13), e. g. V (r) ∼ αEW
e−mWr

r . Depending on

the theory parameters (e. g. DM particle mass), the resummation yields phenomenologically interesting

resonant effects (see Fig. 2).

Secondly, the χχ → γγ process is also affected by large Sudakov-like double logarithmic terms

∼ α2
2 log2(2mχ/mW ). The origin of these terms (and their higher-order counterparts) is also well under-

stood and can be resummed using renormalization-group (RG) running in the context of a soft-collinear

EFT (SCET) 14, 15, 16, 17).

Note that although the previous discussion was mostly concerned with the χχ → γγ process, this

approach is applicable in the full χχ→ γ+X process near the endpoint. More concretely, the NR/SCET

EFT for the χχ→ γ +X process features the following non-local operators 17)

Lint ⊃
1

2mχ

∫
dsdt Ĉi(s, t) ξ

c†TVWi ξAV+,µ(sn+)εµν⊥ A
W
−,ν(tn−) , (4)

where n+ and n− are the four vectors that describe the collinear and anticollinear directions of the process

and AV±,µ are the associated (anti)collinear SCET building-block fields3. The remaining ξ fields are the

non-relativistic (here fermionic) two-component spinor DM fields; the TVWi tensors are constructed in

2We adopt the stronger assumption that v � αEW, where αEW refers to either the α1 or α2 couplings
in the SM.

3The definition of these in terms of light-like Wilson lines is rather involved. We refer to e. g. 18) for
a review.
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such a way that electroweak symmetries are respected; and Ĉi(s, t) are the Wilson “coefficients” as func-

tions of the t and s parameters that one introduces in the definition of the building-block (anti)collinear

vector fields.

The resummation of the Sudakov double logs is completed once renormalization-group equations

are solved for the several pieces of the annihilation-process’ factorization formula. The results depend on

the assumptions made about the typical scale of the invariant mass of X. In this work we consider the

following two validity regimes. Namely,

• ’nrw’: mX ∼ mW or, equivalently 1− x ∼ m2
W /(2mχ)2

• ’int’: mX ∼
√

2mχmW or, equivalently 1− x ∼ mW /(2mχ)

The case in which mX is treated as an independent parameter satisfying 2mχ � mX �
√

2mχmW

or 1− x� mW /(2mχ) (’wide’) has been treated in Refs. 16, 19).

4 Resummed pure wino/higgsino spectra

In this section, we explain how to calculate endpoint gamma-ray spectra in pure wino and higgsino models.

For the full MSSM, see the recent paper 20). Details about these models and associated experimental

constraints can be found in e. g. 4, 21, 22, 23, 24). The key features of these are the following:

Wino: a massive fermionic triplet is added to the Standard Model (SM). After Electroweak Symmetry

Breaking (EWSB), this produces one neutral Majorana particle (χ0) and one electrically χ± charged

Dirac particle, with a mass splitting of ∼ 165 MeV. This is a highly predictive theory, with only one free

parameter: the DM mass. Assuming thermal freeze-out, this yields mwino
χ ' 3 TeV.

Higgsino: a spin-1/2 EW doublet is added to the SM, giving two neutral Majorana particles (χ0
1,

χ0
2) and a charged Dirac particle (χ±) after EWSB. Like in the wino model, a small mass splitting of

∼ 355 MeV between the charged and the neutral particles is induced by EWSB. A dimension-5 operator

(1/Λ)Odim5
H , where Λ � mχ, is required in order to introduce a mass splitting between the two neutral

particles. The theory is, thus, characterized by two free parameters: mχ and Λ (or δmhino
χ(0) ). In the wimp

(thermal freeze-out) hypothesis, mhino
χ ' 1 TeV.

Exploring our resummed spectra further, we stress the obvious fact that χ in χχ → γ + X refers

to the LSP ( e. g. χ1
0 in the higgsino model). However, non-relativistic effects may cause the pair of DM

particles to virtually transition into, say, a χ+χ− state. These transitions will play an important role in

our factorization formula. We thus introduce the following notation: all electrically neutral combinations

of wino/higgsino field pairs will be denoted with the “collective” indices I or J = (11), (+−), . . . This

enables us to express our factorization formula as follows

d〈σv〉
dx

= 2mχ

∑

I,J

SIJΓIJ(x) . (5)

The Sommerfeld factors, SIJ , are independent of x, and account for the resummation of those

O(αn2m
n
χ/m

n
W ) terms that are associated to the non-relativistic initial-state kinematics. The associated

non-relativistic potentials are known at next-to-leading order 25, 26). ΓIJ(x), however, depends on x
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Figure 2: Cumulative χχ→ γ+X annihilation cross sections times relative speeds for pure wino (left) and
higgsino (right) DM as a function of their particle’s mass. Our featured calculation at next-to-leading-log
prime accuracy is shown as a solid (red) line. We include, for comparison, the NLL (dashed blue) and LL
(dot-dashed magenta) computations with their associated theory-uncertainty bands. For concreteness,

Eres
γ = mW is assumed (see text for the definitions). Figures taken from 17, 28)

and the factorization regime (i.e. ’nrw’, ’int’). In the higgsino model and ’int’ regime, for instance,

this reads 17)

ΓIJ(x) =
1

(
√

2)nid

1

4

2

πmχ

∑

i,j

Ci(µ)C∗j (µ)× ZWY
γ (µ, ν)×

∫
dω
(
JSU(2)(4mχ(mχ − Eγ − ω/2), µ)×W SU(2),ij

IJ,WY (ω, µ, ν) +

+ JU(1)(4mχ(mχ − Eγ − ω/2), µ)×WU(1),ij
IJ,WY (ω, µ, ν)

)
. (6)

As evident in (6), the factorization formula is a product of several pieces. Namely, Ci: Wilson

coefficients in momentum space of the SCET; Zγ and JG(m2
X): photon and recoiling jet functions; and

WG,ijIJ,WY : the soft function (tensor), where G =U(1) or SU(2). Detailed expressions and proper definitions

are given in Refs. 17, 27, 28).

Fig. 2 shows how uncertainties are gradually reduced as we increase the accuracy of our calculations

and for large DM masses. In particular, our next-to-leading logarithmic prime (NLL’) computations are

accurate to within a few percent. In this figure, we consider the cumulative cross-section as a function of

the variable Eres
γ which is defined as

〈σv〉(Eres
γ ) =

∫ 1

1−Eres
γ /mχ

dx′
d〈σv〉
dx′

. (7)

These figures can also be obtained using a python library DMySpec 29) which, among other features,

enables the user to numerically evaluate eqs. (5), (6) in the ‘int’ and ‘nrw’ validity regimes. DMySpec is

also useful for plotting the complete annihilation spectrum for generic wino/higgsino DM. This is achieved

by matching our results (5), (6) with gamma-ray spectra from parton showers initiated by all possible

Born-level 2-2 annihilation processes. The former hold for small values of 1 − x, whereas the latter are

valid as long as the collinear approximation is applicable and is given by (5) but instead of using (6) for

ΓIJ we use

ΓMC
IJ (x) =

∑

a,b

(σv)
(0)
(IJ) ab

1

mχ

dNMC
ab→γ+X

dx
, (8)
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Figure 3: Fixed-order expanded mχΓIJ/(σv)
(0)
IJ using eq. (6) for the three possible combinations of I and

J in the wino model (mχ = 10 TeV) considered here: in red I = J = (00), etc. Dashed lines are obtained
from full Born-level calculations. The (thick) blue line is the result of eq. (9). We use s2

W = 0.222.

where a, b = W±T , ZT or γ. The subscript T means transverse here and the upperscript (0) refers to the

fact that the cross-section matrices are computed at tree level. For example, in the pure wino case:

(σv)
wino (0)
IJ γγ =

s2
W

2c2W
(σv)

wino (0)
IJ γZT

=
s4
W

c4W
(σv)

wino (0)
IJ ZTZT

=
πα2

em

m2
χ

δI,(+−)δJ,(+−)

(σv)
wino (0)
(00)(00)WTWT

=
√

2 (σv)
wino (0)
(00)(+−)WTWT

= 2 (σv)
wino (0)
(+−)(+−)WTWT

=
πα2

2

m2
χ

,

where δIJ is the Kroenecker delta, αem is the fine-structure constant, and sW and cW are respectively

the sine and cosines of the Weinberg angle in the SM. The splitting functions dNMC
X→γ/dx are obtained

from parton showers available in specialized software codes 30, 32, 31, 33).

The matching of these computations is remarkable. In order to understand why this happens, it is

useful to compare the (unresummed) O(αEW) terms associated to each calculation. Specifically, for the

parton-shower approach, dN
(0)
a,b→γ/dx vanishes for (a, b) = (ZT , ZT ), (γZT ) and γγ but is non-zero for

(a, b) = W+
T W

−
T and is given by 34)

dN
(0)

W+
T W

−
T →γ+X

dx
=

2αem

π

[
x

1− x log
4m2

χ(1− x)2

m2
W

+

(
1− x
x
− x(1− x)

)
log

4m2
χ

m2
W

]
. (9)

Fig. 3 shows this for mχ = 10 TeV. The other curves shown there are obtained by performing

fixed-order expansions in αEW of (6). For x . 0.5, exact one-loop computations match the thick blue

line, as expected. At the opposite end of the spectrum (1− x . mW /mχ (∼ 0.01 for m=
χ 10 TeV), these

computations are instead matched by our fixed-order expanded factorization formulas.

5 Conclusions

Indirect detection experiments will probe previously-unexplored regions of WIMP parameter-space in

the near future. Radiative electroweak effects are an essential ingredient in the description of indirect-

detection signals from TeV-scale dark matter. In particular, a proper treatment of Sudakov-log resum-

mation and Sommerfeld enhancements is crucial in order to reliably assess these heavy WIMP scenarios.

To this end, we devised an EFT (NR/SCET) prescription to obtain fully resummed gamma-ray

spectra from generic heavy DM with non-trivial EW multiplicities. In the pure wino and higgsino models

we completed this at the NLL’ accuracy of O(1%). Furthermore, we developed DMγSpec, a tool that

makes it easy for Cherenkov telescope experiments to implement our wino/higgsino spectra. Our results

show excellent agreement and consistency between its various pieces.
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Abstract

Understanding the laws governing the dark matter dynamics in the Universe is undoubtedly one of
the pressing questions in astro-particle physics. While elementary particles as potential dark matter
candidates have been at the heart of investigations, an equally interesting possibility arises if dark matter
is a composite particle. We take an overview of dark matter theories arising from extensions of Standard
Model with new non-Abelian sectors. Analysis of such dark sector dynamics benefits from connections to
lattice calculations. We sketch the avenues of progress and highlight some of the open questions in this
direction. We also take a few example realisations of such strongly interacting dark matter theories and
exemplify associated phenomenology.

1 Introduction

New extensions of the Standard Model (SM) containing confining non-Abelian gauge groups which contain

a stable composite particle to be associated with dark matter (DM) are dubbed strongly interacting dark

matter scenarios. In such extensions in the ultraviolet (UV) regime, the non-Abelian gauge groups

contain some matter fields, here taken as dark quarks in fundamental representation of the gauge group,

and corresponding massless gauge bosons. At low energies, after confinement, the quarks combine to

form a spectrum of bound states. The dark matter candidate is realised in this low energy i.e. infrared

(IR) spectrum and hence is a part of a larger dark sector (DS). These scenarios resemble composite

Higgs scenarios, which may also present with a stable state which can be associated with DM. Strongly

interacting dark matter scenarios are however distinct from composite Higgs theories. While composite

Higgs scenarios feature a SM Higgs-like state and thus fixes the scale of composite sector, the strongly

interacting dark matter scenarios do not have such association with and offer larger freedom in realisations.
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Interactions between SM and non-Abelian sectors are introduced to ensure DM - SM thermal

equilibrium, and they also present with interesting experimental signatures. No specific requirements

for the mediator properties are yet established apart from ensuring the stability of DM and existing

experimental constraints. Such scenarios, particularly featuring dark pions (πD) as DM candidates offer

interesting possibilities to reconcile required large DM self-interaction cross-sections with relic density

requirements, while obeying stringent constraints on DM - SM interactions 1).

Strongly interacting dark matter scenarios thus not only present with interesting cosmological anal-

ysis but also with new experimental signatures. In the following sections, we will concentrate on QCD-like

strongly interacting theories. By QCD-like scenarios, we mean, scenarios where the dark strong coupling

becomes asymptotically free, similar to the strong running coupling (αs) of the SM quantum chromo-

dynamics sector (QCD). Under these conditions, for mass degenerate dark quarks the new non-Abelian

sector can be characterised by four free parameters: they can be dark quark mass (mqD ), dark strong

coupling (αD), the number of dark flavours (NfD ) and the dimension of the gauge group (NcD ) in the

UV. The continuous parameters mqD , αD can be traded for one dimensionless ratio e.g. mρD/mπD
or

mπD
/ΛD and one scale e.g. mπD

or ΛD, where ΛD is the confinement scale of the theory. The low en-

ergy interactions of such theory can then be computed by means of chiral perturbation theory, the input

parameters for this chiral Lagrangian such as the bound state masses or decay constants are however

supplied by other means such as lattice calculations.

2 Standard Model mediators

It is possible to introduce SM - DS coupling using one of the existing mediators within the SM. Here,

we take an example of the SM Higgs mediator which couples an SU(NcD ) gauge groups with vector-like

4 Dirac fermions (NfD = 4). This model was first presented in 2) and the results presented here were

derived in 3). In order to introduce SM Higgs mediator, part of the dark SU(4) matter content needs

to be charged under the SM gauge groups. This means electroweak symmetry breaking introduces small

dark quark masses and breaks the SU(4) flavour multiplet.

At low energies, the spectrum consists of 15 dark pions and rho mesons (corresponding to N2
fD
− 1

number of broken and unbroken generators), and the DM becomes lightest scalar baryons, which is

stabilised by means of the dark baryon number. Since the SU(4) flavour symmetry is broken the pion

and rho multiplets are also broken as 15 → (3, 1) ⊕ (2, 2) ⊕ (2, 2) ⊕ (1, 3) ⊕ (1, 1), where (3,1) and (1,3)

triplets can be identified as triplets under custodial SU(2)L and SU(2)R subgroups of the overall SU(4)

symmetry. Depending on the gauging of the entire SU(2)L or U(1)Y part of the SU(2)R gauge group,

either the entire rho triplet mixes with SM electroweak gauge bosons or only the neutral component mixes

with the U(1)Y boson. More importantly, this introduces a production mechanism at the LHC, followed

by the decays of dark rho mesons to two dark pions or to SM fermions depending on the threshold. The

dark pions also undergo similar breaking patter and decay to SM fermions through well-known chirality

suppression, leading to tau-enriched final states at the LHC.

At direct detection experiments, the scalar baryon scatters off nucleii and can lead to signatures at

e.g. Xenon experiment. These scattering amplitudes can be expressed as

Mp,n =
gp,n gDM
m2
h

(1)

with
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gp,n =
mp,n

v

 ∑
q=u,d,s

f (p,n)
q +

6

27

1−
∑

q=u,d,s

f (p,n)
q

 (2)

and

gDM ' yeff f
DM
f , (3)

where yeff is the effective dark quark Higgs coupling and the dark baryon form factors fDMf are calculated

on lattice. mp,n is the mass of SM proton/neutron, v is the Higgs vacuum expectation value, f
(p,n)
q are

the SM proton/neutron form factors. The lattice calculations are tabulated in table 1, which can be used

for phenomenological analysis.

In this work, we used the measurements of SM differential cross sections via the public code CON-

TUR 4, 5) in order to evaluate the LHC constraints on the model parameter space. The resulting

limits in the plane of DM mass and pion to rho mass ratio (η) are displayed in fig.1 (left panel). The

two lines correspond to gauging of the SU(2)L or the SU(2)R subgroups. In the middle panel, we show

the constrains on DM scattering cross section superimposed with the current limits from Xenon1T for

η = 0.77 for SU(2)L gauged group only. Finally in the rightmost panel, the two limits are combined

for SU(2)L group. For a fixed value of η, the regions below the dot-dashed lines are excluded by the

LHC searches, while the regions above the solid lines are excluded by the direct detection constraints. In

general it shows that the DM masses should be high or the couplings should be small for such scenarios

to be viable.

η amps amv amS0 fDMf
0.77 0.3477 0.4549 0.9828 0.153
0.70 0.2886 0.4170 0.8831 0.262
0.50 0.2066 0.3783 0.7687 0.338

Table 1: Lattice inputs for β = 11.028 on 323 × 64 lattices taken from 2) for this work. amps, amv and

amS0 represent dimensionless pseudo-scalar, vector and dark baryon masses while f
(DM)
f is lattice input

for computing DM direct-detection cross-section via Higgs exchange.
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Figure 1: a) Constraints on DM mass as a function of dark pion to rho mass ratio (η) b) Colored
contours show DM–SM scattering cross-sections for fixed value of yeff , vertical lines represent mDM

limits derived from LEP limits on pion mass (grey dot-dashed line) and updated LHC constraints derived
in this work (black dot-dashed line). Also overlaid are the recent Xenon1T constraints on DM-nucleon

coherent scattering 6).
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3 New mediators

The stringent constraints placed on the DM mass by means of SM mediators forces introduction of new

mediators. The dark quarks are thus vector-like and are singlets under the SM gauge groups and any SM

- DS interactions are only mediated by the new mediator. In particular we consider the case of a massive

U(1)D gauge boson (Z ′).

3.1 New SU(NcD ) sectors

We first consider SM extension by an SU(NcD ) gauge group and couple it with the SM via a U(1)D boson

(Z ′). The SM is thus augumented by SU(NcD ) × U(1)D symmetry. In such cases, new experimental

signatures can emerge. In particular, at colliders such as the LHC, these scenarios can give rise to new jet-

like final states if mZ′ � ΛD. Simulating such signatures needs great care, as unphysical input parameters

may lead to unphysical correlations. We therefore summarise and discuss some of the suggestions for

consistent definitions of the input parameters. These were first discussed in the snowmass darkshowers

report 7).
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Figure 2: Fits given in Eq.4 for the ρD mass (left) and πD mass (right) to results from lattice simula-

tions 8). The left panel also indicates the kinematic thresholds for ρD to decay to πDπD and πDπDπD.

Figure taken from 7).

The formation of darkjets, i.e. jets resulting from parton shower and hadronization of the dark

sector quarks takes place under specific conditions. In particular, it needs mZ′ � ΛD, assuming chiral

limits. In the resulting hadronization, the masses of dark rho and pions are user defined quantities.

Within the snowmass darkshowers project 7), we embarked on setting first consistency conditions for

darkjets simulations. The masses of dark rho and pions can be derived using lattice simulations. Current

investigations of SU(N) gauge groups with fermions in fundamental representations imply that the rho

and pion masses are independent of the dimension of gauge group and number of flavours. With this

observation, the fits to dimensionless rho and pion masses are given in eq. 4. These fits should be used

for mπD
/ΛD < 2. Further details of the validity and limitations of these fits are explained in 7) and we

recommend the reader to carefully read the relevant sections of the report. The corresponding comparison

between the analytical formulae and the lattice fits is shown in fig.2.

mπD

ΛD
= 5.5

√
mqD

ΛD

mρD

ΛD
=

√
5.76 + 1.5

m2
πD

Λ2
D

(4)

The second important quantity for darkjet simulation is the decays of the dark rho and pions. The

dark pions, if they decay, will decay via the well-known chirality suppressed modes, while the decays of
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Figure 3: Decay modes of diagonal and off-diagonal dark rho mesons for regime 1 (left hand side) and

regime 2 (middle and right hand side). Figure taken from 7).

rho mesons are more varied and depend on the phase space and flavour breaking patterns. In particular,

we show the decay modes qualitatively in fig.3. The diagram on the left is viable if the rho to pi decay

mode is open, the diagram in the middle is applicable to all the singlet rho mesons which result due

to coupling with the U(1)D mediator, while the diagrams on the right are applicable to the rho mesons

decaying via the anomalous interactions. It is important to note that the three body decays of dark rho

mesons have not been studied in the current darkjets literature.

3.2 New Sp(NcD ) sectors

The SU(NcD ) gauge groups with fermions in fundamental representations are worth studying due to the

familiarity with them. For such theories, a minimum of 3 fermions are necessary in order to generate viable

Wess-Zumino-Witten (WZW) term responsible for generating relic density through 3→ 2 cannibalisation

processes. Could one construct a theory with more minimal matter content which can still lead to viable

WZW term? An example of such construction is the Sp(NcD ) gauge group with fermions fundamental

representation. Since the fundamental representation in Sp(NcD ) gauge group is pseudoreal, the flavour

symmetry is enhanced and resulting coset space SU(2NfD )/Sp(2NfD ) contains (2NfD + 1)(2NfD − 1)

broken generators. This allows for a more minimal matter content while retaining the key features of

strongly interacting theories. With this motivation, a consistent Lagrangian for Sp(4) gauge group with

NfD = 2 fermions was studied in detail in 9). We summarise the key features here.

As alluded before, the flavour symmetry breaking patterns are different for complex versus pseudo-

real representations. as an illustration, the breaking pattern for 2 flavours in the two representations is

shown in fig.4. It is worth noting that the figure also illustrates breaking pattern for isospin symmetry

breaking theories.

Another important feature of pseudoreal representations is the number of rho mesons. For complex

representations, the number of broken and unbroken generators after chiral symmetry breaking is N2
fD
−1,

which leads to equal number of pion and rho mesons. For pseudoreal representations, the number of

broken and unbroken generators are different and thus lead to different number of pion and rho mesons.

In particular, the theories considered in 9) contain five pions useful for generating WZW terms and ten

rho mesons. The corresponding rho and pion multiplets are shown in 5. This figure also shows the effects

of isospin symmetry breaking. In particular, it shows that under isospin symmetry breaking, both the

complex representation (SU(3) flavour symmetry) and the pseudoreal representation (Sp(4)) symmetry
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U(4)

SU(4)
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mu = md 6= 0

mu 6= md strong isospin breaking

Figure 4: Illustration of the breaking of flavour symmetry for NfD = 2 in case of a complex representation

and comparison with the pseuroreal representation. Figure taken from 9).

contain a singlet which is not protected against decays.

SU(3)c
mu = md

π+,π−,π0

ρ+,ρ−,ρ0

SU(3)c

mu ̸= md

π+,π−

π0

ρ+,ρ−

ρ0

Sp(4)c
mu = md

πA,...,E

ρF,...,O

Sp(4)c

mu ̸= md

πA,B,D,E

πC

ρG,H,K,M

ρF,I,J,L,N,O

Figure 5: Comparison of dark rho and pion multiplets in SU(3) gauge theory vs. Sp(4) gauge theory. For
comparison, we also show the multiplet breaking patterns in case of isospin symmetry breaking. Figure

taken from 9).

Finally, charging such sectors under external U(1)D mediators also leads to flavour symmetry break-

ing. In case dark pions are required to be dark matter candidates, the U(1)D charges of the dark quarks are

determined by requirement of pion stability. Requiring that anomalous decays of dark pion (πD → Z ′Z ′)

vanish leads to dark quark charges of Q = (+1,−1) for a two flavour theory. Under such U(1)D charging,

the pion multiplets breaks into a SU(2)× U(1) for a complex representation while the multiplet breaks

as SU(2) × SU(2) × U(1) for a pseudoreal representation. The latter naturally preserves pion stability

due to the multiplet structure.

The underlying chiral Lagrangian along with some of the low energy constants for this theory and

detailed lattice investigations for isospin breaking scenario are detailed in 9).

4 Conclusions

Strongly interacting dark matter scenarios are an attractive theoretical landscape. They present new

cosmological analysis and previously unexplored signatures at the experiments. Analysing these scenarios

requires a combination of methods and results from different fields. In particular combining an analysis

of symmetry breaking patters and chiral perturbation theory, where applicable, sets a fertile ground for

analytical calculations. The necessary inputs such as the masses and low energy constants however need
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to be determined by non-perturbative techniques such as lattice calculations or holographic QCD. Setting

up such a consistent theoretical framework is necessary to identify new experimental signatures and to

draw meaningful conclusions on the underlying theory parameter space.

We presented several examples of such interplay between consistent theoretical setup supplemented

by lattice calculations in the context of strongly interacting dark matter scenarios. In particular, we

exemplified the role of SM - DS portals, the associated flavour symmetry breaking introduced by such

portals and corresponding experimental signatures. Going beyond the well familiar SU(NcD ) gauge

group with fermions in fundamental representations, we also summarised an example of Sp(4) gauge

group where fundamental representation corresponds to pseudoreality. We sketched several attractive

features of such theories and illustrated the stability of dark pion dark matter under coupling with an

external U(1)D gauge group.
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Abstract

We explore possible phases of a condensed dark matter (DM) candidate taken to be in the form of a
fermion with a Yukawa coupling to a scalar particle, at zero temperature but at finite density. This
theory essentially depends on only four parameters, the Yukawa coupling, the fermion mass, the scalar
mediator mass, and the DM density. At low fermion densities we delimit the Bardeen-Cooper-Schrieffer
(BCS), Bose-Einstein Condensate (BEC) and crossover phases as a function of model parameters using
the notion of scattering length. We further study the BCS phase by consistently including emergent
effects such as the scalar density condensate and superfluid gaps. Within the mean field approximation,
we derive the consistent set of gap equations valid in both the non-relativistic and relativistic regimes.
Numerical solutions to the set of gap equations are presented, in particular when the mediator mass is
smaller and larger than the DM mass. Finally, some possible astrophysical implications for asymmetric
DM are discussed, including the case of a nightmare scenario where DM interacts only gravitationally
with visible sector.

1 Introduction

The nature of DM remains unknown. This work is based on refs. 1, 2) that details self-interacting DM

models. Here, we focus mostly on the less studied possibility that condensed fermionic DM particles

can manifest emergent phenomena. We will first setup the model and establish which phases (BCS or

BEC) DM may form at low temperatures, depending on the model parameters. Next, We focus on the

case where DM particles are in a BCS phase and derive the consistent set of gap equations, taking into

account the change of DM mass at finite density due to the formation of a scalar condensate. Numerical

solutions to the gap equation are then presented. Several technical results which may be of interest to a

broad audience can be found in the appendix of ref. 1). Finally, tangential to the above topic we will

also discuss the nightmare scenario for DM that arises from confining dark QCD.
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2 Phase diagram in the Yukawa theory

The starting point is a degenerate gas of Dirac fermions ψ (the asymmetric DM) with a Yukawa coupling

g to a real scalar φ (the mediator)

L = iψ̄ /∂ψ −mψ̄ψ + µψ̄γ0ψ +
1

2
∂µφ∂

µφ− 1

2
m2
φφ

2 − g ψ̄ψφ . (1)

The fermion ψ and the mediator φ are singlets of the Standard Model (SM) but ψ is charged under a

global dark U(1) symmetry. Therefore µ is the chemical potential conjugate to DM fermion number N

in a volume V , corresponding to a DM density n = N/V ≡ 〈ψ̄γ0ψ〉. The expectation value 〈. . .〉 is on

the ground state of the system, here taken to be at finite fermion density but at zero temperature. The

motivation leading to these choices are phenomenological; for example, DM at the centers of galaxies or

dwarf galaxies are at finite density and very cold (small velocity dispersions). For a degenerate gas of

free fermions g → 0, the chemical potential is equal to the Fermi energy EF , µ = EF ≡
√
m2 + k2

F and

n = k3
F /3π

2. In eq. 1, m and mφ denote the bare fermion and boson masses at zero density. Both are

modified in a medium and, in particular, at finite density. The most dramatic effect is the change of the

fermion mass. In this case, physically, the scalar operator ψ̄ψ has a non-zero mean, ns = 〈ψ̄ψ〉 > 0 3).

In the non-relativistic limit, the nature of the low density phase can be qualitatively understood

by examining the scattering length (a) of the fermions. While this is part of the standard toolbox

of condensed matter physics, it is less common in the high energy physics literature. For a Yukawa

Figure 1: Contours of (kFa)−1. Red shaded regions are characterized by (kFa)−1 < −1 indicating BCS
regime. In the cyan shaded regions (kFa)−1 > 1 indicating BEC regime, and the gray regions correspond
to possible BEC-BCS crossover with −1 < (kFa)−1 < 1. Contours of (kFa)−1 as a function of Fermi
momentum and mediator mass. In the right panel we have set m = 1 GeV. The hatched shaded regions
are excluded by Bullet Cluster limits on the self-interaction cross section of DM, σ/m > 1 cm2/g.

interaction, the s-wave scattering length for the singlet, spin 0 channel reads

lim
k→0

k cot δ0(k) = −1

a
, (2)

where δ0(k) is the s-wave phase shift. Obtaining this quantity requires solving the Schrödinger equation

for the scattering problem. Applied to a degenerate system of fermions at finite density with Fermi
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momentum kF , the phases can then be characterized in terms of the dimensionless parameter kF a. In

this work, to map the model parameters of the theory described by eq. (1) to the possible phases of

condensed DM, we go beyond the above contact interaction approximation and compute directly the

scattering length by solving the Schrödinger equation. We can determine parameters of the Yukawa

theory for which DM particles are clearly in the BCS (large negative kFa) or in the BEC (large positive

kFa) phases. This result is depicted in fig. 1 as function of the dimensionless parameters β = αm/mφ

with α = g2/4π and the ratio of length scales kF /mφ. The Born approximation corresponds to β � 1, so

we can expect the onset of bound state formation (and thus BEC phases) to be around β ∼ 1. However,

the sign of a changes each time a new bound state channel opens, so the relation between the possible

phases and the parameters is complex. The other parameter (kF /mφ) is simply a measure of the mean

particle separation over the range of the Yukawa potential, large kF /mφ corresponding to large densities.

In fig. 1, the red shaded regions indicate the BCS phase, which we define to correspond to (kFa)−1 < −1,

a value motivated by the results obtained based on the contact interaction approximation, see e.g. 4).

The cyan shaded regions are characterized by (kFa)−1 > 1 and are delimiting the BEC phase. The gray

shaded areas show the intermediate crossover phase, −1 < (kFa)−1 < 1. The unitarity limit is reached

when kF |a| → ∞, indicating crossover regime at all densities, which is seen as a feature in fig. 1. Further,

for finite densities, the cases of anti-resonance kFa → 0 are captured by the peaks delimiting BEC to

BCS transitions.

In the context of DM self interactions, in the right panel of fig. 1, we show the phase diagram of the

Yukawa theory in the kF /m−mφ/m plane for a dark matter candidate of mass m = 1 GeV for g = 3. The

gray dotted line corresponds to kF = mφ. We overlay the constraints (hatched regions) on the dark matter

self-interaction cross section at the scale of the Bullet Cluster, requiring σ/m . 1 cm2/g at a velocity of

v = 2000 km/s. For such DM candidate, we find that am > 20 is excluded. The corresponding excluded

mediator mass range mφ is shaded in gray. As could be expected, the unitarity regime are excluded, as

is most of the very light mediator regime. The very fine viable intervals of mφ correspond to vanishing

self-interactions, i.e. a→ 0. This nicely illustrates the possibility for a dark sector to manifest emergent

phenomenon like superfluidity, while being not entirely excluded by self interaction constraints on DM.

3 BCS phase: the consistent set of gap equations

We have so far described the low density phases of the Yukawa theory with no reference to the details

of superfluidity. In this section, we study in detail the BCS gap matrix ∆ ≡ 〈ψcψ̄〉, with ψc being the

charge conjugate of ψ.

3.1 Gap Dirac structure

We will consider a general ansatz for the 4 × 4 gap matrix ∆ = 〈ψcψ̄〉. We work in the rest frame

of the fermion gas, which is assumed to be infinite and homogeneous. In this case, one can be easily

convinced that the ∆ matrix can be written as a sum of up to 8 translation invariant terms that can be

expressed using the Clifford basis of matrices built upon the Dirac γµ and γ5
6, 5). As the Yukawa

theory preserves parity, we expect that the gap matrix is also parity symmetric. Also, the ground state

is expected to be rotationally invariant. This implies that pairing of fermions should be in JP = 0+

channel. This allows us to express the gap matrix ∆ in terms of only 3 gap functions (the gaps in the

sequel): ∆ ≡ 〈ψcψ̄〉 = ∆1 γ5 + ∆2 ~γ · k̂ γ0γ5 + ∆3 γ0γ5 . The task is then to determine self-consistently

these gaps, together with the scalar condensate ns = 〈ψ̄ψ〉 . While this is not a new problem, to our

knowledge it has not been worked out in the framework of the Yukawa theory. We will show that the
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Figure 2: The solution to the gap equation including the effect of scalar density condensate is shown as
function of dimensionless variable kF /m. In the left panel we show the results for values of g = 3 (solid
curves) and g = 2 (dashed curves). Blue (red) colored curves correspond to mediator mass mφ = 5m
(mφ = 0.5m). Dotted gray curves represent the solution to the gap equation with m∗ = m. The right
panel follows the same scheme as in the left panel but correspond to mφ = 0.13m. The green shaded
region represents crossover regime.

∆i’s strongly depend on ns though the effective fermion mass m∗, while the dependence of the scalar

condensate on the gaps is mild, see below.

3.2 Quasi-particle dispersion relations

If the gaps are non-vanishing, it is tedious to derive the dispersion relations but the final result can be

approximated by the following fairly simple expression

ε2± ≈ (ω ± µ)
2

+

(
∆1 ±

(
k

ω
∆2 +

m∗
ω

∆3

))2

, (3)

where −(+) corresponds to particle (anti-particle) excitations. We have assumed that the gaps are

smaller than the chemical potential, which we expect to be the case in the BCS phase. As far as we

could judge, our ansatz is consistent with results derived in 6), albeit with a distinct approach. It

generalizes the results presented in 5), where the focus was only on the ultra-relativistic regime, m = 0

in which case only ∆1,2 � ∆3 are relevant. This motivates the introduction of the new gap functions

∆̃± = ∆1 ±
(
k
ω∆2 + m∗

ω ∆3

)
, and κ̃ = m∗

ω ∆2 − k
ω∆3 .

Altogether, the gap functions and scalar condensate are thus determined by minimizing the free

energy Ω, ∂Ω
∂∆1

= 0 , ∂Ω
∂∆2

= 0 , ∂Ω
∂∆3

= 0 , ∂Ω
∂ns

= 0 . Thus we obtain the following equations, which

we have expressed using the ∆̃± combination of gap functions,

ns =
−g2

m2
φ

∑
η=±

∫ ∞
0

dk k2

2π2

{
m∗
ωk

(
ωk + ηµ

εη (k)
− 1

)
− η k

ωk

κ̃(k)

ωk

∆̃η(k)

εη(k)

}
, (4)

∆̃±(p) =
g2

32π2

∑
η=±

∫ ∞
0

dk
k

p

{
log

m2
φ + (p+ k)2

m2
φ + (p− k)2

∓ η kp

ωpωk

(
−2 +

m2
φ + k2 + p2

2kp
log

m2
φ + (p+ k)2

m2
φ + (p− k)2

)

±η m2
∗

ωpωk
log

m2
φ + (p+ k)2

m2
φ + (p− k)2

}
∆̃η(k)

εη(k)
. (5)
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3.3 Solutions to the gap equations

We present our findings in fig. 2, for various representative values of parameters of the theory, i.e.

the Yukawa coupling and mediator mass. In the left panel we show the results for both heavy and

moderately heavy mediator masses of mφ = 5m (in blue) and 0.5m (in red), for g = 3 (2) in solid

(dashed), respectively, including the effects of scalar density condensate. For the case of heavy mediator

we recover the familiar BCS solution 4). In the case of the moderately heavy mediator, we obtain

solutions which are parametrically different from the BCS case. We interpret this to be due to the fact

that interactions are not point-like (or contact interaction) contrary to the standard BCS approximation.

In the right panel we present the results for light mediator with mφ = 0.13m for the same values of

couplings as in the left panel. As expected, the solution in the high density regime behaves parametrically

as in the left panel. However, at low densities the situation could be drastically different from the left

panel depending on the value of g. This is best understood through the low density phase diagram of

the Yukawa theory put forward in fig. 1. For the case g = 3, corresponding to β = 5.5, we see that the

system is in BCS phase at low densities. As we increase the density the system tends to be in a crossover

regime at kF ≈ |a−1| = 0.07m. In light of these observations, we can now understand the low density

regions shown in the right panel of fig. 2. While not presented in fig. 1, we remark that for g = 2, at

low densities, the system is in the BEC phase 1). The solution yields the gap to be constant and much

larger than k2
F /2m. Although we get a solution for the gap, it does not represent a small perturbation to

the Fermi surface, i.e. the chemical potential is no longer given by
√
k2
F +m2 but should evolve towards

the binding energy of the would-be DM molecules 7). Whereas, for g = 3, at low densities the gap is

exponentially suppressed, indicative of the non-relativistic BCS phase. As we approach densities close to

kF ≈ |a−1| = 0.07m, the system goes to the crossover regime; for which we do not present any solution

and it is shown as the shaded region. Regardless, at very large densities, the system becomes relativistic

(this is further enhanced by the decrease of the effective mass) and, as the formation of true bound state

becomes impossible, the system makes a transition to the relativistic BCS phase, a feature which seems

to be novel.

4 Dark QCD

We now turn to the discussion of a nightmare scenario for DM, i.e. interacting only gravitationally

with visible sector. The dark sector is governed by a dark SU(3) symmetry akin to SM sector. The

phenomenology of our scenarios is essentially determined by 3 parameters: f , Mπ , ξ . The dark pion

decay constant denoted by f is also approximately the temperature of the deconfinement phase transition.

The mass of the baryon (pion) is MB ∼ 10f (mπ), while ξ is the ratio of temperature of the dark sector

to the visible one. The relic abundance formulae for both baryons and pions (when they are stable)

impose a relation between these quantities so that ξ can be eliminated in terms of the other parameters

as discussed in ref. 2). It is then useful to discuss these models in the plane (Mπ, f). We will discuss the

phenomenology of our model in terms of these two parameters, determining ξ from the DM abundance

constraint. The results of the phenomenological study of SU(3) dark sector are summarized in figure 3.

Remarkably we have shown that a simple gravitationally coupled dark QCD is already quite constrained

through a combination of constraints from CMB, BBN, structure formation and self-interactions and can

be further tested with future observations. The constraints depend on the initial temperature of the dark

sector. If the pions are lighter than GeV they can make up all the DM and be as light as the mass scale

currently tested with Ly-α forest observations. When the temperature of the dark sector is equal to the

98



10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 101 102 103 104 105 106 107 108

10-3

10-2

10-1

100

101

102

103

104

105

106

107

108

Mπ [GeV]

f[
G
eV

]

ξ = 10-4

ξ = 10-3

ξ = 10-2

ξ = 10-1

ξ = 100

ξ = 10-1 ξ = 10-2

ξ = 10-3

ξ = 10-4

ξ =
10
0

ξ =
10

-1

ξ =
10

-2
ξ = 10-3

ξ = 10-4

1017 s < τπ < 1027 s

1 s ≤ τπ < 1017 s

τπ < 1 s

τB ≤ 1027 s

fr
ee

-
st
re
am
in
g,
0.
06
M
pc

C
M
B
st
ag
e
IV

bullet
cluster

Ω
π
>
>
Ω
B

M π
>
5
f
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by dark baryons, while on the black dashed isolines by dark pions. Regions of instability are shaded n blue

and pink. See ref 2) for more details.

SM pion DM would have mass around KeV and this is grossly excluded by structure formation. On the

contrary, when the dark pions are heavier than the Higgs mass they decay before BBN but they can be

sufficiently long lived to realize an early phase of matter domination. Upon decay to the SM such a phase

ends with a large entropy injection into the SM plasma diluting DM abundance. This leads to baryon

DM with mass 100 TeV or larger

5 Concluding remarks and prospects at colliders

Our visible sector is complex manifesting several phenomena. There is no reason for dark sector to be not

as complex. In this work we have considered simple dark sector models, with minimal ingredients, and

discussed possible emergent phenomena of condensed dark matter and cosmological phase transitions.

While the discussion of dark-QCD is truly a nightmare scenario with no possibility to probe such

models at terrestrial experiments such as colliders, the story of condensed dark matter is more promising.

So far, the only ingredients that we have discussed are related to DM self-interactions. However, notice

that the Yukawa theory described by eq. (1) encompasses a scalar field. Such a field can be coupled

to the standard model through the Higgs (e.g. λ12φ
2|H|2) or through fermions (e.g. gφt̄t). Therefore,

this would represent a scenario akin to one of the simplified models widely considered in the literature.

Typical strategies would include missing transverse energy searches or mono-jet searches. A detailed

study that considers cosmological, astrophysical, and collider aspects is left for future work.
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Abstract

We report on recent progress in the field of nonlocal (so-called resolved) contributions to the
inclusive penguin decays which presently belong to the largest uncertainties in these inclusive
decay modes. There is still a very large scale and a large charm mass dependence in the present
leading order results which can in the future be decreased by including the αs corrections.

1 Introduction

The inclusive decay modes B̄ → Xs,dγ and B̄ → Xs,d`
+`− are well known for being theoretically

very clean modes of the indirect search for new physics via flavour observables and golden modes

of the Belle-II experiment (for reviews see Refs. [1–3]). The Belle-II experiment at KEK will

accumulate two orders of magnitude larger data samples than the B factories [4]. This will lead to

a very high experimental precision in the penguin modes which has to be matched by the accuracy

of theoretical predictions.

Within the heavy mass expansion (HME) these inclusive so-called penguin modes are domi-

nated by the partonic contributions which can be calculated perturbatively and sub-leading con-

tributions start at the quadratic level, (Λ/mb)
2 only. However, it is well known that this operator

product expansion breaks down in these inclusive modes if one considers operators beyond the

leading ones. This breakdown manifests in nonlocal power corrections, also called resolved contri-

butions. They are characterised by containing subprocesses in which the photon couples to light

partons instead of connecting directly to the effective weak-interaction vertex [7].

These resolved contributions can be systematically calculated using soft-collinear effective

theory (SCET). In the case of inclusive B̄ → Xsγ decay, all resolved contributions to O(1/mb)

have been calculated some time ago [5–7]. Also, the analogous contributions to the inclusive B̄ →
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Xs,d`
+`− decays have been analysed to O(1/mb) [8,9]. In both cases an additional uncertainty of

4− 5% was found, which represents the largest uncertainty in the prediction of the decay rate of

B̄ → Xsγ [21] and of the low-q2 observables of B̄ → Xs,d`
+`− [11, 12].

In both penguin decays there are four resolved contributions at O(1/mb), namely, from the

interference terms O7γ −O8g, O8g −O8g, and Oc1 −O7γ , but also from Ou1 −O7γ . 1 The latter is

CKM suppressed, however it was shown to vanish [5]. TheOc1−O7γ piece is the largest contribution

in both penguin decays. As was already noted in Refs. [8, 9], there are subleading contributions

due to the interference of O9,10 and Oc1 at order 1/m2
b which are numerically relevant due to the

large ratio C9,10/C7γ and which have to be added in the future.

Recently, a new theoretical input [18, 19] allowed to reduce the impact of the Oc1 − O7γ

contribution. However, in a more recent analysis of the Oc1 −O7γ resolved contribution a smaller

reduction was found and additional uncertainties were identified [20]. We discuss the reasons for

these discrepancies between the two analyses below [19,20]. In particular, a large scale dependence

and also, a large charm mass dependence ,were identified in the lowest order result of this resolved

contribution, which calls for a systematic calculation of αs corrections and renormalisation group

(RG) summation [20]. For this task a factorisation formula for the subleading resolved corrections

is needed which is valid to all orders in the strong coupling constant αs. Here another new input

was given in Ref. [13] where a previous failure of factorisation in specific resolved contributions

was healed by using new refactorisation techniques [14–16].

We focus here on these two issues, namely the factorisation theorem for resolved contributions

and the estimate of the Oc1 −O7γ contribution.

2 General properties of resolved contributions

The resolved contributions in the penguin decay B̄ → Xs,d`
+`− were calculated in the presence

of a cut in the hadronic mass MX which is needed also at the Belle-II experiment in order to

suppress huge background from double semi-leptonic decays. However it was shown [8,9] that the

resolved contributions stay nonlocal when the hadronic cut is released. Therefore they represent an

irreducible uncertainty. In addition it was shown that the support properties of the shape function

imply that the resolved contributions (besides the O8g − O8g one) are almost cut-independent.

The analogous statements for the resolved contribution in the penguin decay B̄ → Xs,dγ are also

valid when the photon energy cut is moved out of the endpoint region.

One finds a factorisation formula for the various contributions to the inclusive penguin de-

cays [5]: 2

dΓ(B̄ → Xs γ, `
+`−) =

∞∑
n=0

1

mn
b

∑
i

H
(n)
i J

(n)
i ⊗ S(n)

i

+
∞∑
n=1

1

mn
b

[∑
i

H
(n)
i J

(n)
i ⊗ S(n)

i ⊗ J̄ (n)
i +

∑
i

H
(n)
i J

(n)
i ⊗ S(n)

i ⊗ J̄ (n)
i ⊗ J̄ (n)

i

]
. (2.1)

The first line describes the so-called direct contributions, while the second line contains the resolved

contributions. The latter appear first only at the order 1/mb in the heavy-quark expansion. Here

hard functions H
(n)
i describe physics at the high scale mb. J

(n)
i are the so-called jet functions

which represent the physics of the hadronic final state Xs at the intermediate hard-collinear scale

1For the definition of the operators the reader is guided to Ref. [9]
2The symbol ⊗ denotes the convolution of the soft and jet functions.
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√
mbΛQCD. The soft functions S

(n)
i , the so-called shape functions, parametrise the hadronic

physics at the scale ΛQCD. Within the resolved contributions we have new jet functions J̄
(n)
i due

to the coupling of virtual photons with virtualities of order
√
mbΛQCD to light partons instead of

the weak vertex directly.

However, the specific resolved O8g −O8g contribution does not factorise because the convo-

lution integral is UV divergent. The authors of Ref. [5] claimed that there is an essential difference

between divergent convolution integrals in power-suppressed contributions of exclusive B decays

and the divergent convolution integral in the present case, while the former were of IR origin, the

latter divergence were of UV nature. Nevertheless, using a hard cut-off in the resolved contribu-

tion, the sum of direct and resolved O8g − O8g contributions was shown to be scale and scheme

independent at the lowest order. But the failure of factorisation did not allow for a consistent

resummation of large logarithms. In a recent paper, the divergences in the resolved and in the

direct contributions were identified as endpoint divergences. It was shown that also the divergence

in the direct contribution can be traced back to a divergent convolution integral [13]. Recently new

techniques [14–17] were presented in specific collider applications, which allow for an operator-

level reshuffling of terms within the factorisation formula so that all endpoint divergences cancel

out. This idea of refactorisation was now implemented in this flavour example of the resolved

contributions which includes nonperturbative soft functions, the subleading shape functions, not

present in collider applications [13]. A renormalised factorisation theorem on the operator level

for these resolved contributions was derived to all orders in the strong coupling constant. This

new result establishes the validity of the general factorisation theorem, given in Eq. 2.1, - also for

the O8g−O8g contributions. This theorem now allows for higher-order calculations of the resolved

contributions and consistent summation of large logarithms [13].

3 Calculation of the resolved Oc1 −O7γ contribution to the penguin decay B̄ → Xsγ

3.1 General stragegy

Following the analysis in Ref. [21], the SM prediction for the branching ratio of Bsγ with a certain

cut E0 in the photon energy spectrum is based on the formula

B(B̄ → Xsγ)Eγ>E0
= B(B̄ → Xc`ν̄)

∣∣∣∣V ∗tsVtbVcb

∣∣∣∣2 6αem

π C
[P (E0) +N(E0)] , (3.2)

where the so-called semi-leptonic phase-space factor C is determined using the Heavy Quark

Effective Theory (HQET) methods [23].

It is important to emphasise here that the perturbative contribution P (E0) is calculated

using the local operators of the electroweak effective Hamiltonian, while the resolved contributions

in the nonperturbative contribution N(E0) are calculated using SCET. Thus, scale choices and

input parameters are in principle independent of each other in both contributions. One should keep

this in mind when the uncertainty due to the resolved contributions relative to the perturbative

decay rate is calculated. As in the original analysis in Ref. [5], the perturbative decay rate

at leading order accuracy is used in the following. Moreover, the hard scale is chosen in this

perturbative contribution. 3 Because no αs corrections or any RG improvements are considered

in the calculation of the resolved power corrections, the scale choice is ambiguous. One first fixes

3The perturbative rate at higher orders is often calculated at a scale slightly smaller than
the hard scale for other reasons, namely for the stabilisation of the charm mass renormalisation
dependence (see for example Ref. [21])
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the Wilson coefficients in the resolved contribution at the hard scale, then one varies the scale of

the Wilson coefficients in the resolved contributions between the hard and the hard-collinear scale

to make the scale dependence of the resolved contributions manifest.

In the following the focus will be on the most important contribution due to the interference

of Oc1 − O7γ . Using the original notation of Ref. [5] one can write this resolved contribution

normalised to the perturbative leading order result as

F17
b→sγ =

C1(µ)C7γ(µ)

(C7γ(µOPE))2
Λ17(m2

c/mb, µ)

mb
, (3.3)

where µOPE denotes the perturbative scale, µ the scale within the resolved contribution. At

subleading power one finds [5]:

Λ17

(m2
c

mb
, µ
)

= ec Re

∫ ∞
−∞

dω1

ω1

[
1− F

(
m2
c − iε
mb ω1

)
+
mb ω1

12m2
c

]
h17(ω1, µ) , (3.4)

with the penguin function F (x) = 4x arctan2(1/
√

4x− 1). The shape function h17 is given by the

following HQET matrix element:

h17(ω1, µ) =

∫
dr

2π
e−iω1r

〈B | h̄(0)n/iγ⊥α nβgG
αβ(rn)h(0) |B〉

2MB
, (3.5)

where n is one of the light-cone vectors, while h and G are the heavy quark and gluon field,

respectively. Soft Wilson lines are suppressed in the notation. The variable ω1 corresponds to the

soft gluon momentum.

The general strategy to estimate the convolution integral of the perturbative jet functions

and the nonperturbative shape function h17 is the derivation of general properties of the shape

functions. One shows for example PT invariance in this case, which implies that the matrix

element is real. Moreover, one finds moments of this HQET matrix element. While the zero-

moment was already known in the first analyses of the resolved contributions, the second moment

was recently derived using HQET techniques; moreover rough dimensional estimates of the higher

order moments were proposed [18,19]. One can also naturally assume that the support properties

and the values of the soft shape function are within the hadronic range.

Besides these general properties and the estimates on the moments, nothing further is known

about the structure of the subleading shape functions. Therefore, the two new analyses of the

resolved contributions [19, 20] follow here exactly the same strategy; they use a complete set of

basis functions, namely the Hermite functions in order to make a systematic analysis of all possible

model functions fulfilling the known properties of the shape function. This systematic approach

to the shape functions was already used in several previous analyses [24–26]. Obviously this

systematic approach allows to avoid any prejudice regarding the unknown functional form of the

shape functions and, thus, leads to a valid estimate of the resolved contribution. Any additional

assumption calls for a clear justification.

3.2 Numerical results

In both the new analyses [19,20], the maximum value of the convolution integral between jet and

shape functions was found for Hermite polynomials of degree six. Higher degree polynomials do

not lead to larger values. Both analyses found a significant reduction in the values of the resolved

contributions due to the new input of the second moment of the shape function.
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The final result for the resolved Oc1 −O7γ contribution in Ref. [20] is:

F17
b→sγ ∈ [−0.4%, 4.7%] , (3.6)

which represents a large reduction compared to the original estimate in Ref. [5]. Some comments

are in order:

• In the present result no αs corrections are included and no RG improvements are done.

Thus, this implies a large scale dependence in our results. In the leading order result the

only scale is in the Wilson coefficients representing the hard function. Varying the LO

Wilson coefficients C1(µ)C7γ(µ) in the resolved contribution from the hard scale to the

hard-collinear scale increases the result by more than 40%. This represents an additional

uncertainty of the result not included in Eq. 3.6.

• The result in Eq. 3.6 includes a large kinematical 1/m2
b contribution from the Oc1−O7γ inter-

ference. One can show by inspection of all resolved 1/m2
b contributions that this kinematical

1/m2
b term is the only one with the same shape function of the order 1/mb as in the 1/m1

b

term. All other resolved 1/m2
b contributions in the interference of Oc1 − O7γ include shape

functions of the order 1/m2
b . Those terms are not calculated yet. Therefore, the signifi-

cantly large 1/m2
b term due to kinematical factors in the Oc1−O7γ term was included in the

result 3.6 as conservative estimate of those higher order resolved contributions. This 1/m2
b

term was already included in the original analysis in Ref. [5], where it was also shown that

other 1/m2
b contributions due to the interference of Oc1 −O8g and Oc1 −O1 are numerically

negligible.

The authors of the new analysis in Ref. [19] find a much larger reduction and end up with 4

F17
b→sγ ∈ [−0.4%, 1.9%] , (3.7)

There are two main reasons for this difference with the result of Ref. [5], given in Eq. 3.6:

• The charm mass dependency originates from the anti-hard-collinear jet function J̄
(n)
i rep-

resented by the charm loop with a soft gluon emission. Therefore it is appropriate to use

the running charm mass at the hard-collinear scale mMS
c (µhc). The charm mass ambi-

guity of the charm mass was made manifest by the variation of the hard-collinear scale

µhc ∼
√
mb ΛQCD from 1.3 GeV to 1.7 GeV within the recent analysis in Ref. [5]. Using

the present PDG value of the charm mass being mMS
c (mc) = (1.27 ± 0.02) GeV and using

three-loop running with αs(mc) = 0.395 and αs(mZ) = 0.1185 down to the hard-collinear

scale, one finds mMS
c (1.5 GeV) = 1.19 GeV as central value at 1.5 GeV. The change of the

hard-collinear scale indicated above then leads to [5]

1.14 GeV ≤ mc ≤ 1.26 GeV. (3.8)

The parametric errors of mMS
c (mc) and αs are neglected in view of the larger uncertainty

due to the change of the hard-collinear scale µhc.

In the recent analysis in Ref. [19], two-loop running leads to the central valuemMS
c (1.5 GeV) =

4We translated this result to our scale fixing. The authors of Ref. [19] find F17
b→sγ ∈

[−0.3%, 1.6%] in their paper using the hard-collinear scale in the resolved and the perturbative
contribution instead of the hard scale.
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(1.20 + 0.03) GeV. The parametric uncertainties, but no change of the hard-collinear scale

is taken into account. One then finds the following variation of the charm mass

1.17 GeV ≤ mc ≤ 1.23 GeV, (3.9)

which was used in the analysis in Ref. [19], but it is unnaturally small and, thus, represents

an underestimation of the charm mass dependence.

• The second reason is that the authors of Ref. [19] did not include any estimate for the 1/m2
b

corrections. In view of the fact that the only resolved 1/m2
b term with the same shape

function as in the 1/mb term is very large, this may lead to a further underestimation of the

overall uncertainty.

Finally, it is important to note that the local Voloshin term is subtracted from the resolved

contribution F17
b→sγ . This has been done in all analyses of this specific resolved contribution to

the B̄ → Xsγ decay rate. Therefore this nonperturbative contribution has still to be added to the

decay rate. It is given by ΛVoloshin
17 = (−1)(mbλ2)/(9m2

c) and corresponds to

FVoloshin
b→sγ = − C1(µ)C7γ(µ)λ2

(C7γ(µOPE))2 9m2
c

= +3.3% , (3.10)

If one neglects the shape function effects and treats the charm quark mass as heavy, one can derive

the local Voloshin term from the resolved contribution Oc1−O7γ (see section 3.2 of Ref. [9] for more

details). But the local Voloshin term, derived in Refs. [27–30], does not account for the complete

resolved contribution as one can read off from the additional contribution given in Eq. 3.6.

We close this progress report by another recent improvement of estimates of the resolved

contribution. Based on Ref. [34] an estimation of the resolved contribution to the F78 was offered

in Ref. [5] using experimental data on ∆0− of the isospin asymmetry of inclusive neutral and

charged B → Xsγ decay [31, 32]. In the recent analysis [19], the authors derived new bounds

by taking into account a new Belle measurement of ∆0− [33], which leads to the experimental

determination of F78 being the same order of magnitude as the determination using the vacuum

insertion approximation (VIA) [5] but includes the prospect to be improved by more precise data.
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Abstract

In this talk, I will review the current status of the direct measurement of the W boson mass, with
particular emphasis on recent results and opportunities from future measurements.

1 Introduction

A precision measurement of the W boson mass (mW ) plays an important role in the test of the electroweak

theory 1): as of today, the indirect determination of mW is more precise (by a factor of about two) than

its direct measurement 2), so that even a twofold reduction in the experimental uncertainty, albeit

challenging from an experimental standpoint, would have a non-negligible impact on the global fit of the

electroweak theory.

It is well-known that the SM tree-level prediction of mW can be expressed in terms of just three

parameters, which can be chosen to be e.g. the well-measured values of the Fermi constant (Gµ), of the

eletromagnetic running coupling at the Z mass (α(mZ),) and of the Z boson mass itself (mZ). Radiative

corrections to the tree-level prediction introduce a further dependence on the Higgs boson and on the

top-quark masses, overall shifting the predicted value by about 500 MeV. Overall, the SM prediction

has a relative precision of 10−4, where the dominant sources of uncertainty come from missing higher-

order EWK corrections (∼ 4 MeV) and the limited precision of the direct top-quark and Z boson mass

measurements 1). However, contributions from new particles of a yet-unknown physics sector, where new

interactions might contribute to the breaking of the custodial symmetry (e.g. new Higgs multiplets with

T > 1
2 , new non-degenerate SU(2)-doublets, extra U(1)′ symmetries, etc..) could, at least in principle,

modify the SM prediction.
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Recently, the CDF Collaboration has released a new measurement of mW which improves over

their previous result, and happens to be largely inconsistent with the SM prediction of mW , as well as

in substantial tension with other existing measurements at the LHC 3). The current situation is well

illustrated by Figure 1.
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arXiv:2112.07274

Electroweak Fit (J. Haller et al.)
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Figure 1: Status of W boson mass measurements 4).

2 W boson production at colliders

Differently from other short-lived particles, mW cannot be reconstructed from the full decay chain of W

bosons, being the neutrino from the decay undetectable and the initial velocity of the decaying boson

unknown on an event-by-event basis. This leads to a dependence of any possible mass estimator on

the mechanism of production and decay of W bosons. The latter can be however calculated in pQCD:

perturbative calculations, jointly with modern predictions of the proton PDFs, an improved treatment of

soft and collinear gluon radiation, and the inclusion of higher-order EWK corrections, can now achieve

an oustanding level of accuracy 5).

Interestingly, the two accelerators which can nowadays measure mW (Tevatron and LHC) differ

enough in terms of both the initial-state and the environmental conditions so that common sources of

systematic uncertainty affect the two measurements usually at different levels and with different corre-

lation schemes. In particular, while uncertainties on the modeling of the hard-scattering event can be

assumed uncorrelated between the two experiments because of the substantially different center-of-mass

energy and flavour composition of the initial-state, the PDFs should be the same (if PDFs are really

meant to provide a universal description of the proton).

While the result of a measurement should be code-independent (provided that any of the codes in

use is bug-free and that the quoted uncertainties provide the right coverage), recent studies have shown

that this is not always the case, and special care should be put to understand the impact of specific

codes to the central values as well as to the uncertainty budget quoted by the experiments. Finally, the

necessity to tune the QCD prediction to match the well-measured kinematic distributions of Z decays (a
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practice which is common to all existing measurements) represent a potential source of common “bias”,

the size of which has been estimated on different grounds by each experiment, but without a conclusive

theoretical understanding.

In the following, the most recent measurements of mW at hadron colliders will be shortly reviewed

in a comparative way.

2.1 CDF-II

The recent measurement by CDF-II 3) is based on their full data sample of electron and muon events.

The analysis relies on MC-based templates of three kinematic quantities. These templates are obtained

by using a rather old generator (ResBosP) and PDF set (CTEQ6M). A correction to a more modern PDF

set (NNPDF3.1) is accomplished by shifting the measured value of mW based on a theory-to-theory com-

parision. Non-perturbative parameters of ResBosP are tuned to match the measured qT spectrum in Z

events. A custom simulation of the CDF detector is used to allow for a fast generation of events. Based

on the comparision between measured and simulated mass distributions of reconstructed J/Ψ, Υ(1s)

and Z events, the absolute momentum scale of charged-particle tracks in data is adjusted by a relatively

large (and still unexplained) factor, amounting to a relative correction of about 10−3. The surpisingly

large value of this correction, as well as the validity of the linear extrapolation assumed to correct the

momentum scale over a broad range of values, has been extensively debated within the community. The

final uncertainty on mW is estimated to be 9 MeV.

2.2 D0

The latest D0 6) result is based on the electron-channel only. It uses the ResBosCP program interfaced

to the CTEQ6.6 PDF set. Non-perturbative parameters of ResBosCP are tuned to the measured Z data.

The uncertainty on mW is estimated to be 23 MeV. Differently from CDF, the D0 collaboration won’t

be able to update its 2012 result on a larger sample.

2.3 ATLAS

The ATLAS Collaboration has published a measurement of mW based on their 7 TeV data 7). The

physics modeling is based on the Powheg event generator interfaced to Pythia8 and the CT10 PDF

set. The helicity cross sections are corrected differentially in rapidity and transverse momentum of the

W boson, as to match the predictions of DYNNLO, which is has higher-order accuracy on the angular

coefficients. Non-perturbative parameters of Pythia are tuned to the measured Z pT spectrum. The

absolute momentum and energy scale of simulated muons and electrons is corrected to match the mass

distributions measured in Z decays. A total of 28 statistically independent channels are combined to give

an overall uncertainty of about 19 MeV.

2.4 LHCb

The LHCb Collaborations has published a measurement of mW based on a sub-sample of their Run2

data 8). The physics modeling is based on the Powheg event generator interfaced to Pythia8 and

the NNPDF3.1 set. The DYTurbo program is used to correct the angular coefficients. Non-perturbative

parameters of Pythia are profiled by including the φ∗ 9) spectrum measured in Z → `` events into a

combined fit with the data sensitive to mW , which is chosen to be the distribution of q/pT (where q is

111



the charge of the muon). A nuisance parameter which rescales the overall value of the A3 coefficient 10)

is included in the fit. The total uncertainty on mW is estimated to be 32 MeV.

2.5 Towards a combined result

The use of different codes and prescriptions to tame modeling uncertainties poses a non-trivial problem in

sight of a common interpretation of the results. A joint effort between Tevatron and LHC collaborations

has been addressing this problem 5). The proposed solution is to compute δmW shifts to the published

values which effectively update (or correct) to more recent codes. This solution allows to treat the various

measurements on the same footing, paving the way towards a proper combination and assessment of a

combined theory uncertainty. Interestingly, a non-negligible, i.e. O(10) MeV, impact of using an outdated

version of their generator (ResBos1) instead of a more recent one (ResBos2) has been highlighted in the

context of the D0 measurement.

3 Tevatron vs LHC

It is instructive to compare the breakdown of the systematic uncertainties affecting the Tevatron and

LHC measurements. Considering just the two best measurements from each collider 3, 7), which happen

to have very similar statistical uncertainty, one can easily see that the LHC measurements are affected

on average by larger systematic uncertainty both of modeling and experimental origin. While the latter

can be ascribed to the cleaner environment at the Tevatron (e.g. lower pileu-up and
√
s and less material

budget in the tracking volume), the variability in the estimation of modeling uncertainties can be only

in part accounted for by environmental effects: the largest source of difference still arises from specific

choices made by each collaboration in terms of code and correlation schemes between theory nuisance

parameters. For example, if the LHC Collaboration had chosen to apply the full-NLO scale variation

uncertainty on A3 instead of fitting a unique freely-floating parameter, the error budget on mW from

just this parameter would have increased from 9 MeV to about 30 MeV 8). Likewise, if a same nuisance

parameter were chosen to modify the input value of αs in the Pythia generator of W and Z events,

instead of two independent parameters, the shift on the measured value of mW would have been of about

40 MeV, which is larger than the overall uncertainty quoted by the LHCb measurement. Similar features

are reported by the ATLAS Collaboration 7).

While most of these choices are claimed to improve the overall agreement between data and simu-

lation in either the signal region or in closely related calibration regions, the tuning of model parameters

in the context of a shape-based analysis like this one should be taken with some caution, since tuning

come with the risk of hiding intrinsic limitations of the models.

The implication of the CDF-II choice of using a rather old code is still under investigation and no

conclusive statement has been made yet. However, from all studies to date, 5) there doesn’t seem to be

an easy way to change the modeling in the recent CDF measurement such to reconcile it with the SM

expectation.

In the near future, we will hopefully get new insights on the impact of mixed QCD-EWK correc-

tions 11) (so far neglected by all codes) and on the flavor-dependence of the non-perturbative correc-

tions 12).
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4 The role of CMS

The CMS Collaboration has already given proof of its capability to measure mW with competitive preci-

sion thanks to an end-to-end measurement of mZ in the so-called W -like topology 13), i.e. in fully recon-

structed di-lepton events where one lepton at the time is treated as a neutrino. Since then, the guideline

followed by CMS has been to reduce model-uncertainties by means of more (and more-differential) data

and the use of state-of-the-art developments in pQCD calculations. Along this road, the measurement of

the rapidity cross section of W± at 13 TeV for two helicity states stands up as an intermediate milestone

towards mW
14). Indeed, this measurement has proved that a strong in situ constraint of the PDFs is

possible with just a tiny fraction of the Run2 data collected by CMS. The measurement of mW from the

same data was precluded by the lack of a precise enough calibration of the muon momentum scale and

by limitations of the MC samples available at that time.

5 Future measurements

The planned Phase2 upgrades of the ATLAS and CMS experiments offer the potential to improve on

some of the weak points affecting the present measurements. In particular, an extended low-PU run

during the HL-LHC era (or earlier, during the Run3) might provide a powerful data sample to perform

a precise measurement of mW , especially if joined with the extended pseudo-rapidity coverage offered by

the upgraded tracking detectors and improvements on the theory and PDF side 15).

Finally, one should not give up on the idea of using the larger-than-ever statistical power of the

high-PU data collected during the Run2 and 3 of the LHC. To this aim, however, something has to

be done to evade the model-dependence of the traditional approach. For example, the idea behind the

ASYMOW project 16) is to replace the prediction of a paticular code by a theory-agnostic QCD model,

which can be e.g. written in terms of double-differential helicity cross sections:

∆2σ

∆p`T ∆η`
=

∑
∆qT ,∆|y|

∆2σ−1

∆qT ,∆|y|

[
T−1(p`T , η

` ; mW ) +
∑

k=0...4

Ak,∆qT ,∆|y|Tk(p`T , η
` ; mW )

]
, (1)

where Tk are normalized templates defined in a narrow bin of qT and |y| of the W boson, and as such

virtually independent from the QCD model used to build them. The dependence of the templates on

mW is parametric. Within this framework, mW and the production model can be disentangled at the

price of an increased statistical uncertainty on the former. We remark that a (large) MC sample is still

needed to account for QED FSR and detector effects. Preliminary studies show that the data collected

at the Run2 and Run3 of the LHC should be enough to achieve a statistical-only uncertainty of about 6

MeV from this new method.

Finally, it should be mentioned that the ultimate precision on mW is expected to come from the

next generation of lepton-lepton colliders. For example, with a two-year run at the WW production

threshold, FCC-ee is expected to achieve a sub-MeV precision on mW
17).

6 Conclusions

The recent result by CDF has turned a tempting tension into a stunning anomaly. While BSM interpre-

tations of the observed excess seem feasible, the inconsistency between this measurement and the LHC

(≈ 3.5σ) or D0 measurement (∼ 2.5σ) still deserves some deeper understanding. The CMS Collaboration

has now the potential to corroborate or exclude the CDF-II result. Yet, the modeling of W production
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remains the bottleneck of this analysis. Although a major effort of the theory community is ongoing to

tackle this problem, it’s likely that only more data in the future will be able to set a final word.
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